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About this guide

This publication introduces the IBM System Storage SAN Volume Controller, its
components, and its features.

It also provides planning guidelines for installing and configuring the SAN Volume
Controller.

Who should use this guide?

This publication is intended for anyone who is planning to install and configure an
IBM System Storage SAN Volume Controller.

Summary of changes

This document contains terminology, maintenance, and editorial changes.

Technical changes or additions to the text and illustrations are indicated by a
vertical line to the left of the change. This summary of changes describes new
functions that have been added to this release.

Summary of changes for GA32-0551-02 SAN Volume
Controller Planning Guide

The Summary of changes provides a list of new and changed information since the
last version of the guide.

New information

This topic describes the changes to this guide since the previous edition,
GA32-0551-01. The following sections summarize the changes that have since been
implemented from the previous version.

This version includes the following new information:
* An example for cabling redundant ac power switches.

* Confirmation that the master console and the SAN Volume Controller now
support the Microsoft Windows Internet Explorer version 7.0 Web browser.

Changed information

This section lists the updates that were made in this document.

¢ Added information about sending and receiving Call Home and Inventory
information e-mails.

* Introduced the Incremental FlashCopy feature.

* Revised the cable numbers for the redundant ac power switch and the 2145
UPS-1U and the outlet type for the power distribution unit.

* Described the longer distance now supported between the cluster and host or
the cluster and the storage controller when using short or long wave optical
fiber connections and SAN fabric switches.

© Copyright IBM Corp. 2003, 2007 ix



Removed Information

This section lists information that was removed from this book.

¢ Moved information about SAN Volume Controller 2145-8F4 and SAN Volume
Controller 2145-8F2 to Appendix A in the IBM System Storage SAN Volume
Controller: Hardware Installation Guide.

* Moved information about SAN Volume Controller 2145-4F2 to Appendix B in
the IBM System Storage SAN Volume Controller: Hardware Installation Guide.

* Moved information about the 2145 UPS to Appendix B in the IBM System Storage
SAN Volume Controller: Hardware Installation Guide.

Summary of changes for GA32-0551-01 SAN Volume
Controller Planning Guide

The Summary of changes provides a list of new and changed information since the
last version of the guide.

New information

This topic describes the changes to this guide since the previous edition,
GA32-0551-00. The following sections summarize the changes that have since been
implemented from the previous version.

This version includes the following new information:

* Multiple target FlashCopy mappings are now supported
* Mesh configurations are now supported

* A redundant ac power switch is now available

Changed information

This section lists the updates that were made in this document.

* There is a new SAN Volume Controller supported model. The SAN Volume
Controller is now documented by model number. For example, this publication
states four SAN Volume Controller model types: the SAN Volume Controller
2145-4F2, the SAN Volume Controller 2145-8F2, SAN Volume Controller
2145-8F4 and the new SAN Volume Controller 2145-8G4.

Note: If text is referring to the SAN Volume Controller, it is referring to a
generic SAN Volume Controller and can be referring to any of the SAN
Volume Controller models. When the SAN Volume Controller is referred
to as the SAN Volume Controller 2145-4F2, SAN Volume Controller
2145-8F2, SAN Volume Controller 2145-8F4, or the SAN Volume
Controller 2145-8G4, the specific SAN Volume Controller is designated.

e The IBM System Storage SAN Volume Controller Configuration Guide is now titled
IBM System Storage SAN Volume Controller: Software Installation and Configuration
Guide.

e The IBM System Storage SAN Volume Controller Installation Guide is now titled
IBM System Storage SAN Volume Controller: Hardware Installation Guide.

* The IBM System Storage Master Console for SAN Volume Controller: Installation and
User’s Guide and the IBM System Storage Master Console for SAN Volume Controller
Information Center are no longer updated and distributed. Instead, all pertinent
information from those information units has been incorporated into other SAN
Volume Controller publications.
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Emphasis

Different typefaces are used in this guide to show emphasis.

The following typefaces are used to show emphasis:

Boldface Text in boldface represents menu items and
command names.

Italics Text in italics is used to emphasize a word.

In command syntax, it is used for variables
for which you supply actual values, such as
a default directory or the name of a cluster.

Monospace Text in monospace identifies the data or
commands that you type, samples of
command output, examples of program code
or messages from the system, or names of
command flags, parameters, arguments, and
name-value pairs.

SAN Volume Controller library and related publications

A list of other publications that are related to this product are provided to you for
your reference.

The tables in this section list and describe the following publications:

¢ The publications that make up the library for the IBM System Storage SAN
Volume Controller

* Other IBM publications that relate to the SAN Volume Controller
SAN Volume Controller library
The following table lists and describes the publications that make up the SAN

Volume Controller library. Unless otherwise noted, these publications are available
in Adobe portable document format (PDF) from the following Web site:

[http:/ /www.ibm.com/storage /support/2145]|

Title Description Order number
IBM System Storage SAN This reference guide 5C26-7904
Volume Controller: CIM Agent | describes the objects and
Developer’s Reference classes in a Common

Information Model (CIM)

environment.
IBM System Storage SAN This guide describes the 5C26-7903
Volume Controller: commands that you can use
Command-Line Interface User’s | from the SAN Volume
Guide Controller command-line

interface (CLI).
IBM System Storage SAN This guide provides SC23-6628
Volume Controller: Software guidelines for configuring
Installation and Configuration |your SAN Volume Controller.
Guide

About this guide xi
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xii

translated caution and
danger statements. Each
caution and danger
statement in the SAN
Volume Controller
documentation has a number
that you can use to locate the
Corresponding statement in
your language in the IBM
Systems Safety Notices
document.

Title Description Order number
IBM System Storage SAN This guide provides 5C26-7905
Volume Controller: Host guidelines for attaching the
Attachment Guide SAN Volume Controller to

your host system.
IBM System Storage SAN This guide includes the GC27-2132
Volume Controller: Hardware  |instructions that the IBM
Installation Guide service representative uses to

install the SAN Volume

Controller.
IBM System Storage SAN This guide introduces the GA32-0551
Volume Controller: Planning SAN Volume Controller and
Guide lists the features you can

order. It also provides

guidelines for planning the

installation and configuration

of the SAN Volume

Controller.
IBM System Storage SAN This guide includes the GC26-7901
Volume Controller: Service instructions that the IBM
Guide service representative uses to

service the SAN Volume

Controller.
IBM Systems Safety Notices This guide contains G229-9054

Other IBM publications

The following table lists and describes other IBM publications that contain
additional information that is related to the SAN Volume Controller.

You can download IBM eServer xSeries, IBM xSeries, and IBM System x
publications from the following Web site:
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[http:/ / www-304.ibm.com /jct01004c/systems /support /|

1878, 8489 and 8836)
Hardware Maintenance Manual
and Troubleshooting Guide

troubleshoot problems and
maintain the IBM eServer
xSeries 306, which is the
hardware delivered for some
versions of the hardware
master console.

Title Description Order number
IBM System Storage Multipath | This guide describes the IBM | GC27-2122
Subsystem Device Driver: System Storage Multipath
User’s Guide Subsystem Device Driver

Version 1.6 for TotalStorage

Products and how to use it

with the SAN Volume

Controller. This publication is

referred to as the IBM System

Storage Multipath Subsystem

Device Driver: User’s Guide.
IBM TotalStorage DS4300 This guide describes how to | GC26-7722
Fibre Channel Storage install and configure the IBM
Subsystem Installation, User’s, | TotalStorage DS4300
and Maintenance Guide Fibre-Channel Storage

Subsystem.
IBM eServer xSeries 306m This guide describes how to | MIGR-61615
(Types 8849 and 8491) install the IBM eServer
Installation Guide xSeries 306m, which is the

hardware delivered for some

versions of the hardware

master console.
IBM xSeries 306m (Types 8849 | This guide describes how to | MIGR-61901
and 8491) User’s Guide use the IBM eServer xSeries

306m, which is the hardware

delivered for some versions

of the hardware master

console.
IBM xSeries 306m (Types 8849 | This guide can help you MIGR-62594
and 8491) Problem troubleshoot and resolve
Determination and Service problems with the IBM
Guide eServer xSeries 306m, which

is the hardware delivered for

some versions of the

hardware master console.
IBM eServer xSeries 306 (Type |This guide describes how to | MIGR-55080
8836) Installation Guide install the IBM eServer

xSeries 306, which is the

hardware delivered for some

versions of the hardware

master console.
IBM eServer xSeries 306 (Type | This guide describes how to | MIGR-55079
8836) User’'s Guide use the IBM eServer xSeries

306, which is the hardware

delivered for some versions

of the hardware master

console.
IBM eServer xSeries 306 (Types | This guide can help you MIGR-54820

About this guide
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xiv

Title Description Order number
IBM eServer xSeries 305 (Type |This guide describes how to | MIGR-44200
8673) Installation Guide install the IBM eServer

xSeries 305, which is the

hardware delivered for some

versions of the hardware

master console.
IBM eServer xSeries 305 (Type |This guide describes how to | MIGR-44199
8673) User’'s Guide use the IBM eServer xSeries

305, which is the hardware

delivered for some versions

of the hardware master

console.
IBM eServer xSeries 305 (Type |This guide can help you MIGR-44094
8673) Hardware Maintenance | troubleshoot problems and
Manual and Troubleshooting maintain the IBM eServer
Guide xSeries 305, which is the

hardware delivered for some

versions of the hardware

master console.
IBM TotalStorage 3534 Model | This guide introduces the GC26-7454
FO8 SAN Fibre Channel Switch | IBM TotalStorage SAN
User’s Guide Switch 3534 Model FO08.
IBM System x3250 (Types 4364 | This guide describes how to | MIGR-5069761
and 4365) Installation Guide install the IBM System x3250,

which is the hardware

delivered for some versions

of the hardware master

console.
IBM System x3250 (Types 4364 | This guide describes how to | MIGR-66373
and 4365) User’s Guide use the IBM System x3250,

which is the hardware

delivered for some versions

of the hardware master

console.
IBM System x3250 (Types 4364 | This guide can help you MIGR-66374
and 4365) Problem troubleshoot and resolve
Determination and Service problems with the IBM
Guide System x3250, which is the

hardware delivered for some

versions of the hardware

master console.
IBM TotalStorage SAN Switch |This guide introduces the GC26-7439
2109 Model F16 User’s Guide |IBM TotalStorage SAN

Switch 2109 Model F16.
IBM TotalStorage SAN Switch |This guide introduces the GC26-7517

2109 Model F32 User’s Guide

IBM TotalStorage SAN
Switch 2109 Model F32. It
also describes the features of
the switch and tells you
where to find more
information about those
features.
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Title Description Order number
IBM System Storage This guide introduces the SC23-8824
Productivity Center IBM System Storage

Introduction and Planning Productivity Center hardware

Guide and software.

IBM System Storage This guide describes how to |SC23-8822
Productivity Center Hardware |install and configure the IBM

Installation and Configuration |System Storage Productivity

Guide Center hardware.

IBM System Storage This guide describes how to |SC23-8823

install and use the IBM
System Storage Productivity
Center software.

Productivity Center Software
Installation and User’s Guide

Some related publications are available from the following SAN Volume Controller
support Web site:

[http:/ /www.ibm.com /storage /support/2145|

Related Web sites

The following Web sites provide information about the SAN Volume Controller or
related products or technologies.

Type of information Web site

SAN Volume Controller
support

[http:/ /www.ibm.com /storage/support/2145|

Technical support for IBM [http:/ /www.ibm.com /storage /support/|

storage products

How to order IBM publications

The IBM publications center is a worldwide central repository for IBM product
publications and marketing material.

The IBM publications center offers customized search functions to help you find
the publications that you need. Some publications are available for you to view or
download free of charge. You can also order publications. The publications center
displays prices in your local currency. You can access the IBM publications center
through the following Web site:

[http:/ /www.ibm.com /shop /publications/order /|

How to send your comments

Your feedback is important to help us provide the highest quality information. If
you have any comments about this book or any other documentation, you can
submit them in one of the following ways:

* e-mail
Submit your comments electronically to the following e-mail address:
starpubs@us.ibm.com
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Be sure to include the name and order number of the book and, if applicable,
the specific location of the text you are commenting on, such as a page number
or table number.

* Mail
Fill out the Readers” Comments form (RCF) at the back of this book. If the RCF
has been removed, you can address your comments to:

International Business Machines Corporation
RCF Processing Department

Department 61C

9032 South Rita Road

Tucson, Arizona 85775-4401

US.A.
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Chapter 1. SAN Volume Controller overview

The SAN Volume Controller combines hardware and software into a
comprehensive, modular appliance that uses symmetric virtualization.

Symmetric virtualization is achieved by creating a pool of managed disks (MDisks)
from the attached storage subsystems. Those storage systems are then mapped to a
set of virtual disks (VDisks) for use by attached host systems. System
administrators can view and access a common pool of storage on the SAN. This
lets the administrators use storage resources more efficiently and provides a
common base for advanced functions.

A SAN is a high-speed fibre-channel network that connects host systems and
storage devices. It allows a host system to be connected to a storage device across
the network. The connections are made through units such as routers, gateways,
hubs, and switches. The area of the network that contains these units is known as
the fabric of the network.

The SAN Volume Controller is analogous to a logical volume manager on a SAN.
The SAN Volume Controller performs the following functions for the SAN storage
that it controls:

* Creates a single pool of storage
* Provides logical unit virtualization
* Manages logical volumes
* Provides the following advanced functions for the SAN:
— Large scalable cache
— Copy Services
- FlashCopy® (point-in-time copy)
- Metro Mirror (synchronous copy)
- Global Mirror (asynchronous copy)
- Data migration
— Space management
- Mapping that is based on desired performance characteristics
- Metering of service quality

Each SAN Volume Controller node is a rack-mounted unit that you can install in a
standard Electrical Industries Alliance (EIA) 19-inch rack. The nodes are always
installed in pairs, with one-to-four pairs of nodes constituting a cluster. Each pair
of nodes is known as an /O group.

All I/0 operations that are managed by the nodes in an I/O group are cached on
both nodes. Each virtual volume is defined to an I/O group. I/O groups take the
storage that is presented to the SAN by the storage subsystems as MDisks and
translates the storage into logical disks, known as VDisks, that are used by
applications on the hosts. Each node must reside in only one I/O group and
provide access to the VDisks in that I/O group.

There are four models of SAN Volume Controller nodes:
¢ SAN Volume Controller 2145-8G4

© Copyright IBM Corp. 2003, 2007 1



¢ SAN Volume Controller 2145-8F4
¢ SAN Volume Controller 2145-8F2
¢ SAN Volume Controller 2145-4F2

SAN Volume Controller operating environment

2

You must set up your SAN Volume Controller operating environment using the
supported multipathing software and hosts.

Minimum requirements

You must set up your SAN Volume Controller operating environment according to
the following requirements:

* Minimum of one pair of SAN Volume Controller nodes
* Minimum of two uninterruptible power supplies
* One master console per SAN installation for configuration

Note: You can order the master console for the SAN Volume Controller as a
master console hardware option that comes preloaded with the master
console software or a master console software option that you install on
your own hardware.

Features of a SAN Volume Controller 2145-8G4 node

The SAN Volume Controller 2145-8G4 node has the following features:
* 19-inch rack mounted enclosure

* One 4-port 4 Gbps fibre-channel adapter (four fibre-channel ports)

* 8 GB cache memory

* Two dual-core processors

Supported hosts

See the following Web site for a list of the supported operating systems:

[http:/ /www.ibm.com /servers /storage /software / virtualization /svd|

Multipathing software

See the following Web site for the latest support and coexistence information:

[http:/ /www.ibm.com /servers /storage/software /virtualization/svd|

User interfaces

The SAN Volume Controller provides the following user interfaces through the
master console:

e The SAN Volume Controller Console, a Web-accessible graphical user interface
(GUI) that supports flexible and rapid access to storage management information

* A command-line interface (CLI) that uses Secure Shell (SSH)

SAN Volume Controller Planning Guide
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Application programming interfaces

The SAN Volume Controller provides an application programming interface called
the Common Information Model (CIM) agent, which supports the Storage
Management Initiative Specification (SMI-S) of the Storage Network Industry
Association.

Using the 2145 UPS-1U

The 2145 uninterruptible power supply-1U (2145 UPS-1U) provides a SAN Volume
Controller node with a secondary power source if you lose power from your
primary power source due to power failures, power sags, power surges, or line
noise.

Unlike the traditional UPS that enables continued operation of the devices that
they supply when power is lost, these UPS units are used exclusively to maintain
data that is held in the SAN Volume Controller dynamic random access memory
(DRAM) in the event of an unexpected loss of external power. Data is saved to the
internal disk of the SAN Volume Controller node. The UPS units are required to
power the SAN Volume Controller nodes even if the input power source is
considered uninterruptible.

The SAN Volume Controller 2145-8G4, SAN Volume Controller 2145-8F4, and SAN
Volume Controller 2145-8F2 nodes can operate only with the 2145 UPS-1U. The
SAN Volume Controller 2145-4F2 node can operate with either the 2145 UPS or the
2145 UPS-1U.

Note: The UPS maintains continuous SAN Volume Controller-specific
communications with its attached SAN Volume Controller nodes. A SAN
Volume Controller node cannot operate without the UPS. The UPS must be
used in accordance with documented guidelines and procedures and must
not power any equipment other than SAN Volume Controller nodes.

2145 UPS-1U configuration

A 2145 UPS-1U powers one SAN Volume Controller node. All SAN Volume
Controller model types are supported by the 2145 UPS-1U.

To make the SAN Volume Controller cluster more resilient to power failure, the
2145 UPS-1Us can be connected to the redundant ac power switch. If a redundant
ac power switch is not used, connecting the two UPSs that are powering an 1/O
group to different, independent electrical power sources allows the SAN Volume
Controller cluster to continue to operate with reduced capacity if a single power
source fails.

Each UPS must be in the same rack as the node it powers.

Attention: Do not connect the UPSs to an input power source that does not
conform to standards.

Each UPS includes power (line) cords that connect the UPS to either a redundant
ac power switch, if one exists, a rack power distribution unit (PDU), if one exists,

or to an external power source.

Each UPS is connected to a SAN Volume Controller node with a power cable and a
signal cable. To avoid the possibility of power and signal cables being connected to

Chapter 1. SAN Volume Controller overview 3



different UPS units, these cables are wrapped together and supplied as a single
field replaceable unit. The signal cable enables the SAN Volume Controller node to
read status and identification information from the UPS.

2145 UPS-1U operation

Each SAN Volume Controller node monitors the operational state of the
uninterruptible power supply (UPS) to which it is attached.

If the UPS reports a loss of input power, the SAN Volume Controller node stops all
I/0 operations and dumps the contents of its dynamic random access memory
(DRAM) to the internal disk drive. When input power to the UPS is restored, the
SAN Volume Controller node restarts and restores the original contents of the
DRAM from the data saved on the disk drive.

A SAN Volume Controller node is not fully operational until the UPS battery
charge state indicates that it has sufficient capacity to power the SAN Volume
Controller node long enough to save all of its memory to the disk drive. In the
event of a power loss, the UPS has sufficient power for the SAN Volume Controller
to save all its memory to disk at least twice. For a fully-charged UPS, even after
battery capacity has been used to power the SAN Volume Controller node while it
saves DRAM data, sufficient battery capacity remains to allow the SAN Volume
Controller node to become fully operational as soon as input power is restored.

Important: Do not shut down a UPS without first shutting down the SAN Volume
Controller node that it supports. Data integrity can be compromised by
pushing the 2145 UPS-1U on/off button when the node is still
operating. However, in the case of an emergency, you can manually
shut down the UPS by pushing the 2145 UPS-1U on/off button when
the node is still operating. Service actions must then be performed
before the node can resume normal operations. If multiple UPSs are
shut down before the nodes they support, data can be corrupted.

Redundant ac power switch

4

The redundant ac power switch is an optional feature that makes the SAN Volume
Controller nodes more resilient to power failure. The redundant ac power switch is
not a replacement for an uninterruptible power supply (UPS), you must still use a

2145 UPS-1U for each node.

You must connect the redundant ac power switch to two-independent power
circuits. One power circuit connects to the main power input port and the other
power circuit connects to the backup power input port. If the main power to the
SAN Volume Controller node fails for any reason, the redundant ac power switch
automatically uses the backup power source. When power is restored, the
redundant ac power switch automatically changes back to using the main power
source.

Place the redundant ac power switch in the same rack as the SAN Volume
Controller node. The redundant ac power switch logically sits between the rack
power distribution unit and the 2145 UPS-1U.

You can use a single redundant ac power switch to power one or two SAN Volume
Controller nodes. If you use the redundant ac power switch to power two nodes,
the nodes must be in different I/O groups. In the event that the redundant ac
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power switch fails or requires maintenance, both nodes power off. Because the
nodes are in two different I/O groups, the hosts do not lose access to the backend
disk data.

For maximum resilience to failure, use one redundant ac power switch to power
each SAN Volume Controller node.

The following graphic shows a redundant ac power switch.

dNMOvE

svc00297

Master console

The master console provides a single point from which to manage the SAN
Volume Controller nodes. You can purchase the master console as a hardware
product option (which includes the master console preinstalled software) or as a
software-only option.

The two master console options are the same in function and software. However,
the planning, installation, and configuration processes are slightly different:

Master console hardware option
The manufacturing plant installs the software on the hardware using the
default settings. After the IBM service representative installs the hardware
option, you must configure and customize the default factory settings.

Master console software-only option
You must provide your own hardware and perform both the installation
and configuration processes.

The master console provides you with the following functions:
* A platform on which the subsystem configuration tools can be run

* A platform for remote service, which allows the desktop to be shared with
remote IBM service personnel if assistance is required to resolve complex
problems

* Access to the following components:

— SAN Volume Controller Console, which is a graphical user interface
application, through a Web browser

— SAN Volume Controller command-line interface, through a Secure Shell (SSH)
session

The master console can support up to four SAN Volume Controller clusters.

Chapter 1. SAN Volume Controller overview 5



6

Supported master console configurations

Ensure that your planned master console configuration is one that is supported.

Use the following rules when planning your master console configuration:

* One master console can concurrently support up to four SAN Volume Controller
clusters.

* Multiple master consoles can access a single cluster, but when multiple master
consoles access one cluster, you cannot concurrently perform configuration and
service tasks.

Assist On-site and remote service

When you contact IBM to help you resolve a problem with your SAN Volume
Controller environment, the IBM service representative might suggest using the
IBM Assist On-site (AOS) tool to remotely access the master console. This type of
remote service can help you reduce service costs and shorten repair times.

AOS is a remote desktop-sharing solution that is offered through the IBM Web site.
With it, the IBM service representative can remotely view your system to
troubleshoot a problem. You can maintain a chat session with the IBM service
representative so that you can monitor the activity and either understand how to
fix the problem yourself or allow the representative to fix it for you.

To use AOS, the master console must be able to access the Internet. The following
Web site provides further information about AOS:

Ihttp: / /www.ibm.com/support/assistonsite/ |

When you access the Web site, you sign in and enter a code that the IBM service
representative provides to you. This code is unique to each AOS session. A plug-in
is downloaded onto your master console to connect you and your IBM service
representative to the remote service session. AOS contains several layers of security
to protect your applications and your computers. You can also use security features
to restrict access by the IBM service representative.

Your IBM service representative can provide you with more detailed instructions
for using AOS.

Secure Shell protocol

Secure Shell (SSH) software is a client-server protocol that can be used from the
master console or a host to enable you to control the SAN Volume Controller via a
command-line interface (CLI).

The master console for the SAN Volume Controller distributes PuTTY, which
provides an SSH client.

SSH provides a secure communications channel between systems. You can
configure SSH to use a key pair (a private key and a public key) to establish the
secure connection.

If you purchase the master console hardware option, you generate the SSH key
pair when you configure the master console. If you purchase the master console
software-only option, you generate the SSH key pair as part of the master console
installation process. If you want to create an SSH connection (such as the SAN
Volume Controller nodes), you must place the public key on every system.
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Master console software components

The master console feature is a collection of different software components.

The master console includes the following software components:
* SAN Volume Controller Console and CIM agent
e PuTTY (SSH client software)

Sending notifications

The SAN Volume Controller can use SNMP traps, Call Home e-mail, and Inventory
Information e-mail to provide necessary data and event notifications to you and to
the IBM Support Center.

The following types of information are sent from the SAN Volume Controller:
¢ Simple Network Management Protocol (SNMP) traps
* Call Home e-mail

* Inventory information
Simple Network Management Protocol traps

Simple network management protocol (SNMP) is the standard protocol for
managing networks and exchanging messages. SNMP enables the SAN Volume
Controller to send external messages that notify personnel about an event. An
SNMP manager allows you to view the messages that the SNMP agent sends. You
can use the SAN Volume Controller Console or the SAN Volume Controller
command-line interface to configure and modify your SNMP settings. SNMP traps
and Call Home e-mail can be sent simultaneously.

Call Home e-mail

The Call Home feature allows the transmission of operational and error-related
data to you and IBM through a Simple Mail Transfer Protocol (SMTP) server
connection in the form of an event notification e-mail. This function alerts IBM
service personnel about machine conditions or sends data for error analysis and
resolution.

You must configure an SMTP server to be able to send e-mails outside of your
local area network. The SMTP server must allow the relaying of e-mails from the
SAN Volume Controller cluster IP address. You can then use the SAN Volume
Controller Console or the SAN Volume Controller command-line interface to
configure the e-mail settings, including contact information and e-mail recipients.
For compatibility with other SMTP servers, ensure that you set the reply address to
a valid e-mail address. Send a test e-mail to check that all connections and
infrastructure are set up correctly. You can disable the Call Home function at any
time using the SAN Volume Controller Console or the SAN Volume Controller
command-line interface.

Call Home support is initiated for the following reasons or types of data:

* Problem or event notification: Data is sent when there is a problem or event that
might require the attention of IBM service personnel.

e Communication tests: You can test for the successful installation and
communication infrastructure.
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* Inventory information: A notification is sent to provide the necessary status and
hardware information to IBM service personnel.

Call Home e-mails can contain any combination of the following types of
information:

* Contact name

* Contact phone number
* Offshift phone number
* Machine location

* Record type

* Machine type

* Machine serial number
e Error ID

* Error code

* Software version

* FRU part number

* Cluster name

* Node ID

* Error sequence number
¢ Timestamp

* Object type

* Object ID

* Problem data

Inventory information e-mail

Inventory information e-mail is a type of Call Home notification. Inventory
information can be sent to IBM to assist IBM service personnel in evaluating your
SAN Volume Controller system. Because inventory information is sent using the
Call Home e-mail function, you must meet the Call Home function requirements
and enable the Call Home e-mail function before you can attempt to send
inventory information e-mail. You can adjust the contact information, adjust the
frequency of inventory e-mail, or manually send an inventory e-mail using the
SAN Volume Controller Console or the SAN Volume Controller command-line
interface.

Inventory information that is sent to IBM can include the following information
about the cluster on which the Call Home function is enabled:

* Timestamp

* Contact information, including name and phone number. This is initially set to
the contact information that was set for the Call Home e-mail function.
However, you can change the contact information specifically for inventory
e-mail using the SAN Volume Controller Console or the mkemailuser or
chemailuser CLI commands.

* Machine location. This is the machine location that is set for the Call Home
e-mail function.

e Software level

* License information. This is the same information that it output from the svcinfo
Islicense command.
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Cluster vital product data (VPD). The cluster VPD is the same information that
is output from the svcinfo Iscluster command, including the following items:

— Cluster name and IDs

— Cluster location

— Bandwidth

— IP addresses

— Memory capacities

— SNMP settings

— Time zone setting

— E-mail settings

— Microcode level

— Fibre-channel port speed

Node VPD for each node in the cluster. The node VPD is the same information
that is output from the svcinfo Isnodevpd command, including the following
items:

— System part number

— Number of various hardware parts, such as fans, processors, memory slots,
fibre-channel cards, and SCSI/IDE devices

— Part numbers of the various hardware parts

— BIOS information

— System manufacturing information, such as system product and manufacturer
— Firmware level for the service processor

Software VPD, including the following items:

— Code level

— Node name

— Ethernet status

— Worldwide node name (WWNN)

— MAC address

Processor information, including the following items for each processor:
— Location of processor

— Type of cache

— Size of cache

— Manufacturer

— Version

— Speed

— Status (enabled or disabled)

Memory information, including the following items:

Part number

Device location
Bank location

— Size

Fibre-channel card information, including the following items:

Part number

Port number

— Device serial number

Manufacturer
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» SCSI/IDE device information, including the following items:
— Part number
— Bus ID
— Device ID
— Model
— Revision level
— Serial number
- Approximate capacity
* Front panel assembly information, including the following items:
— Part number
- ID
— Location
* Universal power supply (UPS) information, including the following items:
— Electronics part number
— Battery part number
— UPS assembly part number
— Input power cable part number
— UPS serial number
- UPS type
— UPS internal part number
- ID

— Firmware levels

Object descriptions

10

The SAN Volume Controller solution is based on a group of virtualization
concepts. Before setting up your SAN Volume Controller environment, you should
understand the concepts and the objects in the environment.

Each SAN Volume Controller unit is a single processing unit called a node. Nodes
are deployed in pairs to make up a cluster. A cluster can consist of one to four
pairs of nodes. Each pair of nodes is known as an I/O group and each node can be
in only one I/O group.

Virtual disks (VDisks) are logical disks that are presented by the clusters. Each
VDisk is associated with a particular I/O group. The nodes in the I/O group
provide access to the VDisks in the I/O group. When an application server
performs 1/0 to a VDisk, it can access the VDisk with either of the nodes in the
I/0 group. Because each 1/O group has only two nodes, the distributed cache is
only two-way.

Each node does not contain any internal battery backup units and therefore must
be connected to an uninterruptible power supply (UPS) which provides data integrity
in the event of a cluster wide power failure. In such situations, the UPS maintains
power to the nodes while the contents of the distributed cache are dumped to an
internal drive.

The nodes in a cluster see the storage that is presented by backend disk controllers
as a number of disks, known as managed disks (MDisks). Because the nodes do not
attempt to provide recovery from physical disk failures within the backend disk
controllers, an MDisk is usually, but not necessarily, a RAID.
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Each MDisk is divided up into a number of extents which are numbered, from 0,
sequentially from the start to the end of the MDisk.

MDisks are collected into groups, known as managed disk groups (MDisk groups).
VDisks are created from the extents that are contained by an MDisk group. The
MDisks that constitute a particular VDisk must all come from the same MDisk

group.

At any one time, a single node in the cluster can manage configuration activity.
This node is known as the configuration node and manages a cache of the
information that describes the cluster configuration and provides a focal point for
configuration.

The nodes detect the fibre-channel ports that are connected to the SAN. These
correspond to the worldwide port names (WWPNSs) of the host bus adapter (HBA)
fibre-channels that are present in the application servers. You can create logical
host objects that group WWPNSs that belong to a single application server or to a
set of them.

Application servers can only access VDisks that have been allocated to them.
VDisks can be mapped to a host object. Mapping a VDisk to a host object makes
the VDisk accessible to the WWPNSs in that host object, and hence the application
server itself.

The cluster provides block-level aggregation and volume management for disk
storage within the SAN. In simpler terms, this means that the cluster manages a
number of backend storage controllers and maps the physical storage within those
controllers into logical disk images that can be seen by application servers and
workstations in the SAN. The SAN is configured in such a way that the
application servers cannot see the backend physical storage. This prevents any
possible conflict between the cluster and the application servers both trying to
manage the backend storage.

Copy Services features

The SAN Volume Controller provides Copy Services features that enable you to
copy virtual disks (VDisks).

The following Copy Services features are available for all supported hosts that are
connected to the SAN Volume Controller:

FlashCopy
Makes an instant, point-in-time copy from a source VDisk to a target
VDisk.

Metro Mirror
Provides a consistent copy of a source VDisk on a target VDisk. Data is
written to the target VDisk synchronously after it is written to the source
VDisk, so that the copy is continuously updated.

Global Mirror
Provides a consistent copy of a source VDisk on a target VDisk. Data is
written to the target VDisk asynchronously, so that the copy is
continuously updated, but the copy might not contain the last few updates
in the event that a disaster recovery operation is performed.
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FlashCopy

FlashCopy is a Copy Services feature that is available with the SAN Volume
Controller.

The FlashCopy feature copies the contents of a source virtual disk (VDisk) to a
target VDisk. Any data that existed on the target VDisk is lost and is replaced by
the copied data. After the copy operation has completed, the target VDisks contain
the contents of the source VDisks as they existed at a single point in time unless
target writes have been performed. The FlashCopy feature is sometimes described
as an instance of a time-zero copy (T 0) or point-in-time copy technology. Although
the FlashCopy operation takes some time to complete, the resulting data on the
target VDisk is presented so that the copy appears to have occurred immediately.

Although it is difficult to make a consistent copy of a data set that is constantly
updated, point-in-time copy techniques help solve this problem. If a copy of a data
set is created using a technology that does not provide point-in-time techniques
and the data set changes during the copy operation, the resulting copy might
contain data that is not consistent. For example, if a reference to an object is copied
earlier than the object itself and the object is moved before it is copied, the copy
contains the referenced object at its new location but the copied reference still
points to the old location.

FlashCopy operations can occur on multiple source and target VDisks. FlashCopy
management operations are coordinated to allow a common single point in time
for copying target VDisks from their respective source VDisks. This allows a
consistent copy of data that spans multiple VDisks. For SAN Volume Controller
software level 4.2.0 or higher, the FlashCopy feature also allows multiple target
VDisks to be copied from each source VDisk. This can be used to create images
from different points in time for each source VDisk.

For SAN Volume Controller software level 4.2.1 or higher, the FlashCopy feature
also allows a FlashCopy target VDisk to be the source VDisk of another FlashCopy
mapping. SAN Volume Controller version 4.2.1 also introduces incremental
FlashCopy, which potentially reduces the amount of time to complete the copy
operation after the initial copy has completed. Only the differences are copied
when the FlashCopy mapping restarts.

Source VDisks and target VDisks must meet the following requirements:
* They must be the same size.
e The same cluster must manage them.

Metro Mirror and Global Mirror

The Metro Mirror and Global Mirror Copy Services features enable you to set up a
relationship between two virtual disks (VDisks), so that updates that are made by
an application to one VDisk are mirrored on the other VDisk.

Although the application only writes to a single VDisk, the SAN Volume
Controller maintains two copies of the data. If the copies are separated by a
significant distance, the Metro Mirror and Global Mirror copies can be used as a
backup for disaster recovery. A prerequisite for the SAN Volume Controller Metro
Mirror and Global Mirror operations between two clusters is that the SAN fabric to
which they are attached provides adequate bandwidth between the clusters.
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For both Metro Mirror and Global Mirror copy types, one VDisk is designated the
primary and the other VDisk is designated the secondary. Host applications write
data to the primary VDisk, and updates to the primary VDisk are copied to the
secondary VDisk. Normally, host applications do not perform I/O operations to
the secondary VDisk.

The Metro Mirror feature provides a synchronous-copy process. When a host
writes to the primary VDisk, it does not receive confirmation of I/O completion
until the write operation has completed for the copy on both the primary VDisk
and the secondary VDisk. This ensures that the secondary VDisk is always
up-to-date with the primary VDisk in the event that a failover operation must be
performed. However, the host is limited to the latency and bandwidth limitations
of the communication link to the secondary VDisk.

The Global Mirror feature provides an asynchronous-copy process. When a host
writes to the primary VDisk, confirmation of I/O completion is received before the
write operation has completed for the copy on the secondary VDisk. If a failover
operation is performed, the application must recover and apply any updates that
were not committed to the secondary VDisk.

The Metro Mirror and Global Mirror operations support the following functions:

* Intracluster copying of a VDisk, in which both VDisks belong to the same cluster
and /0O group within the cluster.

* Intercluster copying of a VDisk, in which one VDisk belongs to a cluster and the
other VDisk belongs to a different cluster.

Note: A cluster can only participate in active Metro Mirror and Global Mirror
relationships with itself and one other cluster.

* Intercluster and intracluster Metro Mirror and Global Mirror relationships can be
used concurrently within a cluster.

* The intercluster link is bidirectional. This means that it can copy data from
cluster A to cluster B for one pair of VDisks while copying data from cluster B
to cluster A for a different pair of VDisks.

* The copy direction can be reversed for a consistent relationship.

* Consistency groups are supported to manage a group of relationships that must
be kept synchronized for the same application. This also simplifies
administration, because a single command that is issued to the consistency
group is applied to all the relationships in that group.

Metro Mirror

The Metro Mirror Copy Service provides a synchronous copy, which means that the
primary virtual disk (VDisk) is always an exact match of the secondary VDisk.

The host application writes data to the primary VDisk but does not receive
confirmation that the write operation is complete until the data is written to the
secondary VDisk. For disaster recovery, this mode provides the simplest mode of
operation because a synchronous copy of the data is maintained. Metro Mirror is
constrained by the latency time and bandwidth limitations that are imposed by the
communication link to the secondary site.
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Global Mirror

The Global Mirror Copy Service provides an asynchronous copy, which means that
the secondary virtual disk (VDisk) is not an exact match of the primary VDisk at
every point in time.

The host application writes data to the primary VDisk and receives confirmation
that the write operation is complete before the data is actually written to the
secondary VDisk. This feature is comparable to a continuous backup process in
which the last few updates are always missing. When you use Global Mirror for
disaster recovery, you must consider how you want to handle these missing
updates.

If I/O operations on the primary VDisk are paused for a small length of time, the
secondary VDisk can become an exact match of the primary VDisk.
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Chapter 2. Planning for your SAN Volume Controller
installation

Before the IBM service representative can set up your SAN Volume Controller
environment, you must verify that the prerequisite conditions for the SAN Volume
Controller, the uninterruptible power supply (UPS), and redundant ac power
switch installation are met.

1. Does your physical site meet the environment requirements for the SAN
Volume Controller, UPS, and the redundant ac power switch?
2. Do you have adequate rack space for your hardware? Ensure you have the
following rack space for your components:
* The SAN Volume Controller: One Electronic Industries Alliance (EIA) unit
high for each node.

* The 2145 uninterruptible power supply (2145 UPS): Two EIA units high for
each 2145 UPS.

* The 2145 uninterruptible power supply-1U (2145 UPS-1U): One EIA unit high
for each 2145 UPS-1U.

* If you are using a redundant ac power switch: One EIA unit high for each
redundant ac power switch

3. Do you have power distribution units in the rack to provide power to the UPS
units or redundant ac power switch units?

A clearly visible and accessible emergency power off switch is required.

If you are using the redundant ac power switch, two independent power
circuits are required. One circuit connects to the redundant ac power switch
main input and the other circuit connects to the redundant ac power switch
backup input.

4. Have you provided appropriate connectivity by preparing your environment?

5. Do you have a keyboard and display available in the event that a service action
is required? The SAN Volume Controller 2145-8G4 requires a USB keyboard.

Preparing your SAN Volume Controller 2145-8G4 environment

Before installing the SAN Volume Controller 2145-8G4, you must prepare the
physical environment.

Input-voltage requirements

Ensure that the following requirements for each SAN Volume Controller 2145-8G4
node are met.

Voltage Frequency
200 to 240 V single phase ac 50 or 60 Hz

Power requirements for each node

Ensure that the following power is available for each SAN Volume Controller
2145-8G4 node. The power that is required depends on the node type, the
uninterruptible power supply (UPS) type, and whether the redundant ac power
feature is used.
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Components

Power requirements

UPS-1U

SAN Volume Controller 2145-8G4 + 2145

470 W

For each redundant ac power switch, add 20 W to the power requirements.

Circuit breaker requirements

The 2145 UPS-1U has an integrated circuit breaker and does not require additional

protection.

Environment requirements without redundant ac power

Maximum wet

(-4°F to 140°F)

(0 to 34991 ft)

condensing, but
no precipitation

Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 10°C to 35°C 0to 914 m 8% to 80% 23°C (74°F)
lower altitudes | (50°F to 95°F) (0 to 2998 ft) noncondensing
Operating in 10°C to 32°C 914 to 2133 m 8% to 80% 23°C (74°F)
higher altitudes | (50°F to 88°F) (2998 to 6988 ft) |noncondensing
Powered off 10°C to 43°C 0to 2133 m 8% to 80% 27°C (81°F)
(50°F to 110°F) (2998 to 6988 ft) |noncondensing
Storing 1°C to 60°C 0 to 2133 m 5% to 80% 29°C (84°F)
(34°F to 140°F) (0 to 6988 ft) noncondensing
Shipping -20°C to 60°C 0 to 10668 m 5% to 100% 29°C (84°F)

Environment requirements with redundant ac power

Maximum wet

(-4°F to 140°F)

(0 to 34991 ft)

condensing, but
no precipitation

Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 15°C to 32°C 0to 914 m 20% to 80% 23°C (74°F)
lower altitudes | (59°F to 89°F) (0 to 2998 ft) noncondensing
Operating in 15°C to 32°C 914 to 2133 m 20% to 80% 23°C (74°F)
higher altitudes | (50°F to 88°F) (2998 to 6988 ft) |noncondensing
Powered off 10°C to 43°C 0 to 2133m 20% to 80% 27°C (81°F)
(50°F to 110°F) (0 to 6988 ft) noncondensing
Storing 1°C to 60°C 0 to 2133 m 5% to 80% 29°C (84°F)
(34°F to 140°F) (0 to 6988 ft) noncondensing
Shipping -20°C to 60°C 0 to 10668 m 5% to 100% 29°C (84°F)

Preparing your environment

The following three tables list the physical dimensions and weight of the node, the
additional space requirements around a node, and the maximum heat dissipated
by a node that you must consider before you install your SAN Volume Controller

2145-8G4:
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Dimensions and weight

Height Width Depth Maximum weight
43 mm 440 mm 686 mm 12.7 kg
(1.69 in.) (17.32 in.) (27 in.) (28 1b)

Additional space requirements

Additional space

Location requirements Reason

Left and right sides 50 mm Cooling air flow
(2 in.)

Back Minimum: Cable exit
100 mm (4 in.)

Heat output of each SAN Volume Controller 2145-8G4 node

Model Heat output per node
SAN Volume Controller 2145-8G4 400 W (1350 Btu per hour)

Power cables for the 2145 UPS-1U

If you do not connect the 2145 uninterruptible power supply-1U (2145 UPS-1U) to
a rack power distribution unit (PDU) or redundant ac power switch, you must

follow your country or region’s power requirements to choose the appropriate
power cable for the 2145 UPS-1U.

The 2145 UPS-1U is supplied with an IEC 320-C13 to C14 jumper to connect it to a

rack PDU. You can also use this cable to connect the 2145 UPS-1U to the redundant
ac power switch.

The following table lists the power cable requirements for your country or region:

Country or region Length Connection type | Part number
(attached plug
designed for

200 - 240 V ac

input)
United States of America (Chicago), |1.8 m (6 ft) NEMA L6-15P | 39M5115
Canada, Mexico
Bahamas, Barbados, Bermuda, 2.8 m (9 ft) NEMA L6-15P 39M5116

Bolivia, Brazil, Canada, Cayman
Islands, Colombia, Costa Rica,
Dominican Republic, Ecuador, El
Salvador, Guatemala, Guyana, Haiti,
Honduras, Jamaica, Japan, Korea
(South), Liberia, Mexico,
Netherlands Antilles, Nicaragua,
Panama, Peru, Philippines, Saudi
Arabia, Suriname, Taiwan, Trinidad
(West Indies), United States of
America, Venezuela
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Country or region

Length

Connection type
(attached plug
designed for
200 - 240 V ac
input)

Part number

Afghanistan, Algeria, Andorra,
Angola, Austria, Belgium, Benin,
Bulgaria, Burkina Faso, Burundi,
Cameroon, Central African
Republic, Chad, Czech Republic,
Egypt, Finland, France, French
Guiana, Germany, Greece, Guinea,
Hungary, Iceland, Indonesia, Iran,
Ivory Coast, Jordan, Lebanon,
Luxembourg, Macao S.A.R. of
China, Malagasy, Mali, Martinique,
Mauritania, Mauritiu