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About this guide

This guide introduces the IBM® TotalStorage® SAN Volume Controller
Command-Line Interface (CLI).

Who should use this guide

This guide is intended for system administrators or others who install and use the
SAN Volume Controller.

Related publications

The tables in this section list and describe the following publications:

* The publications that make up the library for the IBM TotalStorage SAN Volume
Controller

¢ Other IBM publications that relate to the SAN Volume Controller

SAN Volume Controller library:

lists and describes the publications that make up the SAN Volume
Controller library. Unless otherwise noted, these publications are available in
Adobe portable document format (PDF) on a compact disc (CD) that comes with
the SAN Volume Controller. If you need additional copies of this CD, the order
number is SK2T-8811. These publications are also available as PDF files from the
following Web site:

http:/ /www.ibm.com /storage /support/2145 /|

Table 1. Publications in the SAN Volume Controller library

Title Description Order number
[[BM TotalStorage SAN Volume| | This reference guide 5C26-7590
|Controller: CIM Agent] describes the objects and
[Developer’s Reference] classes in a Common

Information Model (CIM)

environment.
[IBM TotalStorage SAN Volume| | This guide describes the SC26-7544
[Controller: Command-Lind commands that you can use
[[nterface User’s Guide| from the SAN Volume

Controller command-line
interface (CLI).

[IBM TotalStorage SAN Volume| | This guide provides SC26-7543
[Controller: Configquration Guide| | guidelines for configuring
your SAN Volume Controller.

[IBM TotalStorage SAN Volume| | This guide provides SC26-7575
[Controller: Host Attachment| | guidelines for attaching the
|Gu1'dg| SAN Volume Controller to
your host system.
[[BM TotalStorage SAN Volume| | This guide includes the SC26-7541

[Controller: Installation Guidd instructions the service
representative uses to install
the SAN Volume Controller.
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Table 1. Publications in the SAN Volume Controller library (continued)

Title

Description

Order number

lIBM TotalStorage SAN Volume|
|Controller: Planning Guidd

This guide introduces the
SAN Volume Controller and
lists the features you can
order. It also provides
guidelines for planning the
installation and configuration
of the SAN Volume
Controller.

GA22-1052

[IBM TotalStorage SAN Volume|
[Controller: Service Guide|

This guide includes the
instructions the service
representative uses to service
the SAN Volume Controller.

5C26-7542

[IBM TotalStorage SAN Volume|
|Controller: Translated Safety]

|NOtice§|

This guide contains the
danger and caution notices
for the SAN Volume
Controller. The notices are
shown in English and in
numerous other languages.

5C26-7577

Other IBM publications:

lists and describes other IBM publications that contain additional
information related to the SAN Volume Controller.

Table 2. Other IBM publications

Title

Description

Order number

IBM TotalStorage Enterprise
Storage Server, IBM
TotalStorage SAN Volume
Controller, IBM TotalStorage
SAN Volume Controller for
Cisco MDS 9000, Subsystem
Device Driver: User’s Guide

This guide describes the IBM
Subsystem Device Driver
Version 1.5 for TotalStorage
Products and how to use it
with the SAN Volume
Controller. This publication is
referred to as thelm

TotalStorage Subsystem Device

Driver: User's Guidd

SC26-7608

Related topics:

+ [“How to order IBM publications”|

+ [“How to send your comments” on page xix|

How to order IBM publications

viii

This topic explains how to order copies of IBM publications and how to set up a
profile to receive notifications about new or changed publications.

The IBM publications center:

The publications center is a worldwide central repository for IBM product
publications and marketing material.

The IBM publications center offers customized search functions to help you find
the publications that you need. Some publications are available for you to view or
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download free of charge. You can also order publications. The publications center
displays prices in your local currency. You can access the IBM publications center
through the following Web site:

www.ibm.com/shop/publications/order/

Publications notification system:

The IBM publications center Web site offers you a notification system for IBM
publications. Register and you can create your own profile of publications that
interest you. The publications notification system sends you a daily e-mail that
contains information about new or revised publications that are based on your

profile.

If you want to subscribe, you can access the publications notification system from
the IBM publications center at the following Web site:

www.ibm.com/shop/publications/order/

Related topics:

+ [“Related publications” on page vii

Related Web sites

lists Web sites that have information about SAN Volume Controller or
related products or technologies.

Table 3. Web sites

Type of information Web site
SAN Volume Controller |http:/ /www.ibm.com /storage /support /2145 /|
support

Technical support for IBM |http: / / www.ibm.com /storage /support/|
storage products

Emphasis

The following typefaces are used to show emphasis:
boldface Text in boldface represents menu items and command names.

italics Text in ifalics is used to emphasize a word. In command syntax, it
is used for variables for which you supply actual values, such as a
default directory or the name of a cluster.

monospace Text in monospace identifies the data or commands that you type,
samples of command output, examples of program code or
messages from the system, or names of command flags,
parameters, arguments, and name-value pairs.

Terminology

This section provides a list of the abbreviations that are most commonly used for
the command-line interface operations.

[Table 4 on page x| shows the abbreviations that are most commonly used for the
command-line interface operations.
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Table 4. Abbreviated object type

Name Object type
Host host

Virtual disk vdisk
Managed disk mdisk
Managed disk group mdiskgrp
I/0 group iogrp

Node node
Cluster cluster
Controller controller
FlashCopy mapping femap
FlashCopy consistency group feconsistgpr
Remote Copy relationship rcrelationship
Remote Copy consistency group rcconsistgrp
Unsupported/unknown object unknown

Syntax diagrams

A syntax diagram uses symbols to represent the elements of a command and to
specify the rules for using these elements.

This topic shows you how to read the syntax diagrams that represent the
command-line interface (CLI) commands. In doing so, it defines the symbols that
represent the CLI command elements.

The CLI commands are documented in [IBM TotalStorage SAN Volume Controller]
(Command-Line Interface User’s Guidel You can use this guide to view command
syntax diagrams.

Main path line

[ >
>

Begins on the left with double arrowheads (>>) and ends on the right with
two arrowheads facing each other (><). If a diagram is longer than one
line, each line to be continued ends with a single arrowhead (>) and the
next line begins with a single arrowhead. Read the diagrams from
left-to-right, top-to-bottom, following the main path line.

Keyword

»»—esscli >«

Represents the name of a command, ﬂag, parameter, or argument. A
keyword is not in italics. Spell a keyword exactly as it is shown in the
syntax diagram.

Required keywords
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svc_clig.pdf
svc_clig.pdf

A\
A

»—[-a— —AccessFile _|
-u— —Userid— —-p— —Password

Indicate the parameters or arguments you must specify for the command.
Required keywords appear on the main path line. Mutually exclusive
required keywords are stacked vertically.

Optional keywords

Indicate the parameters or arguments you can choose to specify for the
command. Optional keywords appear below the main path line. Mutually
exclusive optional keywords are stacked vertically.

Default value

FCP—|
»»—protocol—= |_'-'ICO"' ><

Appears above the main path line.

Repeatable keyword or value

v

»>p-

newports—= ALL ><
l—PortId],Port[dZ, .. —|

Represents a parameter or argument that you can specify more than once.
A repeatable keyword or value is represented by an arrow returning to the
left above the keyword or value.

Variable

»>—AccessFile ><

Represents the value you need to supply for a parameter or argument,
such as a file name, user name, or password. Variables are in italics.

Space separator

»»>—-u— —Userid— —-p— —Password ><

Adds a blank space on the main path line to separate keywords,
parameters, arguments, or variables from each other.

Quotation mark delimiters
»»—-d— —"—ess—=—rFssId— —host—=—"Host Name’ — —profile—=—ProfileName—"—— >«

Indicates the start and end of a parameter or argument that contains
multiple values. Enclose one or more name-value pairs in a set of double
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quotation marks for a particular parameter or argument. If the value of a
parameter or name-value pair contains a blank or white space, enclose the
entire value in a set of single quotation marks.

Equal-sign operator

»»>—"—ess—=—FssId— —profile—=—~ProfileName—" ><

Separates a name from its value in a name-value pair.

Syntax fragment

v
A

»—-I Fragment name i

Fragment name:

F—(—fragment details—) I

Breaks up syntax diagrams that are too long, too complex, or repetitious.
The fragment name is inserted in the main diagram, and the actual
fragment is shown below the main diagram.

CLI special characters

The following special characters are used in the command-line interface (CLI)
command examples:

- (minus) sign
Flags are prefixed with a - (minus) sign. Flags define the action of
a command or modify the operation of a command. You can use
multiple flags, followed by parameters, when you issue a
command. The - character cannot be used as the first character of
an object name.

| vertical bar A vertical bar signifies that you choose only one value.

For example, [ a | b] indicates that you can choose a, b, or
nothing. Similarly, { a | b } indicates that you must choose either
aorb.

Using wildcards in the SAN Volume Controller Command-Line
Interface (CLI)

This topic provides information about using wildcards in the SAN Volume
Controller CLIL

The SAN Volume Controller CLI allows the use of the *’ as a wildcard within the
arguments of certain parameters. There are some behavioral issues that must be
considered when using wildcards in order to prevent unexpected results. These
behavioral issues, and the ways to avoid them, are described below.

1. Running the command while logged onto the node.

The shell will attempt to interpret any of the special characters if they are not
escaped. Wildcards will be expanded into a list of files if any files exist that
match the wildcards. If no matching files exist, the wildcard is passed to the
SAN Volume Controller command untouched.

To prevent expansion, issue the following command in one of its formats:

Command-Line Interface User’s Guide



svctask cleardumps -prefix '/dumps/*.txt’

in single quotes, or

svctask cleardumps -prefix /dumps/\*.txt

using a backslash, or

svctask cleardumps -prefix ”/dumps/*.txt”
in double quotes.
2. Running the command through SSH, for example from a host.

This is slightly more complicated since the host shell will process the command
line before it is passed through SSH to the shell on the cluster. This means an
extra layer of protection is required around the wildcard as the host shell will
strip off any protecting quotes and, if the wildcard is exposed to the host shell,
then this will result in the wildcard being expanded in the host shell rather
than in the cluster shell.

To prevent expansion, issue the following command in one of its formats:

svctask cleardumps "’/dumps/*.txt"”"

with single quotes inside double quotes, or

svctask cleardumps ’'/dumps/\*.txt’

using a backslash inside single quotes, or

svctask cleardumps ""/dumps/*.txt"”

with double quotes inside single quotes.

Data types and value ranges
This topic provides information about the different data types and value ranges.

The following list defines each of the data types and value ranges.

Note: If you do not specify a name when creating a new object, the cluster will
assign a default name. This name is made from the object type as a prefix
and the object ID as the suffix. For example, a new virtual disk (VDisk) is
created with ID 5. This object will be given the default name of vdisk5.
Because the system assigns these names, it will not allow you to create an
object and call it vdiskx where x is the integer. This is because the cluster
reserves these names (for example, object_type_prefix integer) for default.

filename_arg
This is a (optionally fully qualified) file name. Maximum length is 231
characters. Valid characters consist of the following:

c a-z
e A-Z
*0-9

The field may not contain two consecutive ’.’, or start with a ’.’, or end
with a ’.”.
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directory_or_file_filter
Specifies a directory and or filename filter within the specified directory.
Valid directory values consist of the following;:

s /dumps

* /dumps/configs

¢ /dumps/elogs

* /dumps/feature

e /dumps/iostats

¢ /dumps/iotrace

e /dumps/software

The filename filter can be any valid filename with or without the wildcard
"*’. The filename filter can be appended to the end of one of the above
directory values. Maximum length is 231 characters. Valid characters
consist of the following:

c/

c a-z

e A-Z

*0-9

The field may not contain two consecutive ".’, or start with a "/, or end
with a ..

filename_prefix
This is a prefix to be used when naming a file. Maximum length is 231
characters. Valid characters consist of the following:

ca-z

c A-Z

*0-9
name_arg

Names can be specified or changed using the create and modify functions.
The view commands allow you to see both the name and ID of an object.

A string of 1-15 characters is allowed, composed of characters A-Z, a-z, 0-9,
-and _.

The first character of a name_arg must not be numeric. The first character
of an object name can not be a - as the CLI will interpret it as being the
next parameter.

When creating a name for an object, the name may not consist of the object
type followed only by an integer. The exception is Remote Copy
relationships which can be named anything as long as the names are
unique across the two clusters. This naming convention is used by the
system to generate default names. You can not use one of the following
reserved words followed by an integer:

e cluster

XiV  Command-Line Interface User’s Guide



The cluster name is set when the cluster is created and is the only name
that cannot be changed afterwards.

password

controller
feestgrp
fcmap
host
io_grp
mdisk
mdiskgrp
node
rcestgrp
rcmap

This is a user defined password. A password must meet the following

requirements:

may use a - z, A-Z, 0 -9 in any sequence
may use - (dash) but not as the first character
may use _ (underscore)

may contain a maximum of 15 characters

serial_number
The format of this number conforms to IBM standard C-S 1-1121-018
1999-06 Serial Numbering for IBM products. The serial number is 7 digits,

the first two of which define the manufacturing location, leaving 5 digits
for the product. The standard defines a way to extend the serial number
using letters in the place of numbers in the 5 digit field.

ip_address_arg

The decimal, dotted quad notation, standard rules.

dns_name
Dotted domain name for the subnet that the cluster is in. For example,

ibm.com.

hostname

The hostname assigned to the cluster. This can be different from the cluster

name and you can change the hostname at any time.

A combination of the hostname and the dns_name that is used to access
the cluster, for example:

https:/ /hostname.ibm.com/

capacity_value

A value in multiples of 1 MB, ranging from 16 MB to 2 PetaBytes (PB).

Note: The capacity can be specified as MB, KB, GB, or PB. When MB is

delay_arg

used, the figure will be rounded up to the nearest 16 MB.

Unassigned integer ranging from 1 to 65535 (minutes for battery test).

About this guide
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node_id

Node IDs differ from other IDs as they are a unique node ID that is
assigned when the node is initialized. Node IDs are expressed as 64-bit
hexadecimal numbers. For example:

1A2B30C67AFFE47B

Node IDs, like other IDs, cannot be modified by user commands.

xxx_id

All objects are referred to by unique integer IDs that are assigned by the

system when the objects are created. All IDs are represented internally as
32-bit integers. Node IDs are an exception.

IDs in the following ranges are used to identify the various types of
objects:

node_id: 1 - 32
mdisk_grp_id: 0 - 127
io_grp_id: 0 - 3 (See Note.)
mdisk_id: 0 - 4095
vdisk_id: 0 - 8191

host_id: 0 - 127
flash_const_grp_id: 0 - 255
remote_const_grp_id: 0 - 255
fcmap_id: 0 - 4095
rcrel_id: 0 - 8191
controller_id: 0-63

Note: io_group 4 exists but is only used in certain error recovery

procedures.

These IDs, like node IDs, cannot be modified by user commands.

Note: IDs are assigned at run-time by the system and cannot be relied

xxx_list

upon to be the same after, for example, during the configuration
restoration. Therefore, wherever possible, object names should be
used in preference to IDs when working with objects.

A colon-delimited list of values of type xxx.

wwpn_arg
The Fibre Channel World Wide Port Name (wwpn). This is expressed as a
64-bit hexadecimal number, for example:

1A2B30C67AFFE47B

These numbers must be composed of the characters 0-9,a-f, and A-F.
A command will fail if you enter WWPN 0 in the command string.

panel_name

A string of up to 6 characters that correspond to the number on the printed

label below the APA display on the front panel of a node in the cluster.

sequence_number
32-bit unsigned integer, expressed in decimal.

xvi
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scsi_num_arg
32-bit unsigned integer, expressed in decimal.

percentage_arg
8-bit unsigned integer, expressed in decimal 0 to 100.

extent_arg
32-bit unsigned integer, expressed in decimal.

num_extents_arg
32-bit unsigned integer, expressed in decimal.

threads_arg
8-bit unsigned integer, expressed in decimal, valid values, 1, 2, 3, or 4.

velocity_arg
The fabric speed in Giga-bits per second. Valid values are 1 or 2.

timezone_arg
The ID as detailed in the output of the svcinfo Istimezones command.

timeout_arg
The command timeout period. An integer from 0 to 600 (seconds).

stats_time_arg
The frequency at which statistics are gathered. 5 to 300 (seconds) in
increments of 5.

directory_arg
Specifies a directory and or filename filter within the specified directory.
Valid directory values are:

e /dumps

¢ /dumps/configs

* /dumps/elogs

s /dumps/feature

¢ /dumps/iostats

¢ /dumps/iotrace

s /dumps/software

The filename filter can be any valid filename with or without the wildcard
I

The filename filter can be appended to the end of one of the above
directory values.

locale_arg
The cluster locale setting. Valid values are 0 to 9.
* 0 US English (default)
* 1 Chinese (simplified)
* 2 Chinese (traditional)
* 3 Japanese
* 4 Korean
* 5 French
* 6 German
» 7 ltalian
* 8 Spanish
* 9 Portuguese (Brazilian)
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key_arg
A user definable identifier for an SSH key. A string of up to 30 characters.

user_arg
Specifies the user, either admin or service.

copy_rate
A numeric value from 0 to 100.

Related topics:
* |“Using wildcards in the SAN Volume Controller Command-Line Interface (CLI)”l

on page xii|
CLI parameters

This topic provides information about the CLI parameters.

Parameters can be entered in any order except:

1. The first argument following the command name must be the action that is to
be performed.

2. Where you are performing an action against a specific object, the object ID or
name must be the last argument in the line.

CLI flags

This topic provides information about issuing CLI flags.

The following flags are common to all CLI commands:

-2 or -h
Print help text. For example, issuing svcinfo Iscluster -h will provide a list
of the actions available with the svcinfo Iscluster command.

e When used, this flag will prevent the display of the successfully created
output. For example, if you issue the following:
svctask mkmdiskgrp -ext 16
it will display:
MDisk Group, id [6], successfully created
However, if the -nomsg parameter had been added, for example:
svctask mkmdiskgrp -ext 16 -nomsg
then the following would have been displayed:
6
This parameter can be entered for any command, but is only acted upon

by those commands that generate the successfully created outputs. All
other commands will ignore this parameter.
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How to send your comments

Your feedback is important to help us provide the highest quality information. If
you have any comments about this book or any other documentation, you can
submit them in one of the following ways:

* e-mail
Submit your comments electronically to the following e-mail address:
starpubs@us.ibm.com
Be sure to include the name and order number of the book and, if applicable,
the specific location of the text you are commenting on, such as a page number
or table number.

* Malil or fax

Fill out the Readers” Comments form (RCF) at the back of this book. Return it by
mail or fax (1-408-256-0488), or give it to an IBM representative. If the RCF has
been removed, you can address your comments to:

International Business Machines Corporation
RCF Processing Department

Department 61C

9032 South Rita Road

Tucson, Arizona 85775-4401

US.A.

Related topics:

+ |“Related publications” on page vii

About this guide Xix
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Chapter 1. Preparing the SSH client system overview

This topic provides an overview about how to prepare the SSH client system to
enable you to issue CLI commands from the host to the cluster.

Windows operating systems::

The master console is a Windows 2000 system which is equipped with the PuTTY
Secure Shell (SSH) client software. You can install the PuTTY SSH client software
on another Windows host using the PuTTY Installation program
putty-0.53b-installer.exe which is in the SSHClient\PuTTY directory of the SAN
Volume Controller Console CD-ROM. Or, you can download PuTTY from the
following Web site:

http:/ /www.chiark.greenend.org.uk/~sgtatham /putty /

The following Web site offers SSH client alternatives for Windows:

http:/ /www.openssh.com/windows.html

Cygwin software has an option to install an OpenSSH client. You can download
cygwin from the following Web site:

http:/ /www.cygwin.com/

AIX operating systems::

For AIX® 5L Power 5.1 and 5.2, you can get OpenSSH from the Bonus Packs and
you will also need its prerequisite, OpenSSL, from the AIX toolbox for Linux
applications for Power Systems. For AIX 4.3.3, you can get the software from the

AIX toolbox for Linux applications.

You can also get the AIX installation images from IBM developer Works at the
following Web site:

http:/ /oss.software.ibm.com/developerworks/projects /openssh
Linux operating systems::

OpenSSH is installed by default on most Linux distributions. If it is not installed
on your system, consult your installation media or visit the following Web site:

http:/ /www.openssh.org /portable.html

OpenSSH is able to run on a wide variety of additional operating systems. For
more information visit the following Web site:

http:/ /www.openssh.org/portable.html
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Preparing the SSH client system to issue command-line interface (CLI)
commands

This task provides step-by-step instructions about how to prepare the SSH client
system to issue CLI commands.

In order to issue CLI commands to the cluster from a host, you must prepare the
Secure Shell (SSH) client on the host so that the host will be accepted by the SSH
server on the cluster, and allowed to connect.

If you wish to use a host which requires a different type of SSH client, for example
OpenSSH, follow the instructions for that software.

Steps:
Perform the following steps to enable your host to issue CLI commands:

For the master console and Windows hosts:
1. Generate a SSH key pair using the PuTTY key generator.

2. Store the SSH clients public key on the cluster (using a browser pointing to the
SAN Volume Controller Console).

3. Configure the PuTTY session for the command-line interface

For other types of hosts:
1. Follow the instructions specific to the SSH client to generate an SSH key pair.

2. Store the SSH clients public key on the cluster (using a browser pointing to the
SAN Volume Controller Console or the Command Line Interface from an
already established host).

3. Follow the instructions specific to the SSH client to establish an SSH connection
to the SAN Volume Controller cluster.

Related topics:
s |Chapter 2, “Secure Shell (SSH),” on page 3|
+ |"Configuring the PuTTY session for the command-line interface” on page 6|

* [“Adding SSH keys for hosts other than the master console” on page §|
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Chapter 2. Secure Shell (SSH)

This topic provides an overview of the Secure Shell (SSH) and its use from a host
system that is running a remote SSH client.

Overview:

Secure Shell (SSH) is a client-server network application. The SAN Volume
Controller cluster acts as the SSH server in this relationship. The SSH client
provides a secure environment in which to connect to a remote machine. It uses
the principles of public and private keys for authentication.

SSH keys are generated by the SSH software. This includes a public key, which is
uploaded and maintained by the cluster and a private key that is kept private to
the host that is running the SSH client. These keys authorize specific users to
access the administration and service functions on the cluster. Each key is
associated with a user-defined ID string that can consist of up to 40 characters. Up
to 100 keys can be stored on the cluster. You can also add new IDs and keys or
delete unwanted IDs and keys.

Secure Shell (SSH) is the communication vehicle between the host system you are
using and either:

* the SAN Volume Controller command-line interface (CLI)

* or the system on which the SAN Volume Controller Console is installed.
Authenticating SSH logins:

When using AIX hosts, SSH logins are authenticated on the cluster using the
RSA-based authentication supported in the OpenSSH client available for AIX. This
scheme is based on public-key cryptography, using a scheme known commonly as
RSA.

Note: The authentication process for non-AIX hosts systems is similiar.

With this scheme (as in similar OpenSSH systems on other host types) the
encryption and decryption is done using separate keys. This means it is not
possible to derive the decryption key from the encryption key.

Physical possession of the private key allows access to the cluster, so it must be
kept in a protected place, such as the .ssh directory on the AIX host, with restricted
access permissions.

When an SSH client (A) attempts to connect to an SSH server (B), the key pair is
needed to authenticate the connection. The key consists of two halves: the public
and private keys. The SSH client public key is put onto the SSH Server (B) using
some means outside of the SSH session. When the SSH client (A) tries to connect,
the private key on the SSH client (A) is able to authenticate with its public half on
the SSH server (B).

Running the command-line interface (CLI):



In order to use the command-line interface (CLI) or SAN Volume Controller
Console system you must have an SSH client installed on that system and perform
the following tasks:

* Generate the SSH key pair on the client system.
* Store the private key from this key pair on the client system.
* Store the SSH public key for the client on the SAN Volume Controller clusters.

The master console has the SSH client software called PuTTY preinstalled. This
software provides the Secure Shell (SSH) client function for users logged into the
master console who wish to invoke the SAN Volume Controller command-line
interface (CLI).

If you wish to run the SAN Volume Controller command-line interface (CLI) from
a different system than the master console, you must install an SSH client. For
your convenience, the installation program to install the PuTTY software on
Windows can be found in the SSH client directory of the SAN Volume Controller
Console CD-ROM. You can generate SSH public and private keys using the PuTTY
software. You must store the SSH Client public key on all SAN Volume Controller
clusters.

Connecting the SAN Volume Controller Console to additional clusters:

The master console also has the SAN Volume Controller Console Web server and
Common Information Model (CIM) Object Manager software preinstalled. This
software depends on the PuTTY Secure Shell (SSH) client function for the SAN
Volume Controller Console to programmatically access the SAN Volume Controller
cluster. The master console comes with PuTTY SSH keys preinstalled. You can
generate new PuTTY SSH keys unique to your master console and copy the private
SSH key to the SAN Volume Controller Console directory and store the public SSH
key on all clusters to which the SAN Volume Controller Console will connect.

You can also install the SAN Volume Controller Console on a Windows 2000 server
system which you provide. If you intend to install the SAN Volume Controller
Console on a host which you supply, you must install PuTTY first, which is a
prerequisite for the SAN Volume Controller Console.

Configuring the Secure Shell (SSH) client system

This topic provides an overview about configuring the SSH client system. The
related topics elaborate on each step to configure a PuTTY Secure Shell client
system. IBM has preinstalled the PuTTY Secure Shell client software on the master
console. You can also install PuTTY on any Windows 2000 server where you will
run the command-line interface (CLI) or where you install the SAN Volume
Controller Console. If you have some other Secure Shell client software to run on
another host, follow that software documentation to perform the tasks equivalent
to the following steps.

1. Install SSH client software (not required for master console which has PuTTY
preinstalled).

2. Generate SSH keys on the SSH client system.
3. Configure the PuTTY session, if required, on the SSH client system.

4. If client system is the master console, copy the private key into the SAN
Volume Controller install directory; if the client system is not the master
console, store the private key on the SSH client system.

5. Copy the SSH public key to the master console.
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6. Store the SSH client public key on the SAN Volume Controller cluster.

You will perform step Elto store the SSH client public key on the SAN Volume
Controller when you complete the creation of the SAN Volume Controller cluster.
Once you have defined a cluster to the SAN Volume Controller Console and have
therefore enabled SSH communication to the cluster, you can store additional SSH
client public keys on the cluster. You can store additional keys through the SAN
Volume Controller Console or the Command-Line Interface.

Related topics:

» |“Configuring the PuTTY session for the command-line interface” on page 6|

+ [“Adding subsequent SSH public keys to the SAN Volume Controller” on page 7|

Generating an SSH key pair using the SSH client called PuTTY

This task provides step-by-step instructions for generating SSH keys on the PuTTY
SSH client system.

Steps:

Perform these steps to generate SSH keys on the SSH client system:

1. Start the PuTTY Key Generator to generate public and private keys for SSH
client connection to the SSH Server on the SAN Volume Controller cluster.
Select Start -> Programs -> PuTTY -> PuTTYgen to open the PuTTY Key
Generator Graphical User Interface (GUI) window.

2. Use the PuTTY Key Generator GUI window to generate keys:
a. Select the SSH2 RSA radio button.
b. Leave the number of bits in a generated key value at 1024.
c. Click Generate.
A message similar to the following is displayed:

Please generate some randomness by moving
the mouse over the blank area.

in the section of the GUI labeled Key. The blank area indicated by the message is
the large blank rectangle on the GUI inside the section of the GUI labeled Key.
Continue to move the cursor over the blank area until the progress bar reaches
the far right. This generates random characters to create a unique key.

Attention: Do not enter anything in Key Passphrase or Confirm passphrase
fields.

3. Save the generated SSH keys on your system disk for later use. Two files are
generated.

a. Click Save public key. You will be prompted for a name and location for
the key. Remember the name and location of the SSH public key you save.
Notes:

1) For AIX, store the key in the $HOME/ .ssh directory.

2) It is recommended that you use the term pub in naming the public key,
for example, pubkey, to easily differentiate the SSH public key from the
SSH private key. You will identify the name and location of the SSH
public key to the SAN Volume Controller cluster in a later step.
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4.

b. Click Save Private key. You will be prompted with a message similar to the
following:

Are you sure you want to save this key
without a passphrase to protect it?
Yes/No

Click Yes. You will be prompted for a name and location for the key.
Remember the name and location of the SSH private key you save. You will
need to identify the name and location of the SSH private key when you
configure the PuTTY session. You will also need the name and location of
the SSH private key if you choose to run the SAN Volume Controller
Console installation program on another system other than the master
console. The PuTTY key generator will save the private key with an
extension of .ppk.

Note: For AIX, store the key in the $HOME/ .ssh directory, in the
$HOME.ssh/identity file. In the simplest cases, this involves
replacing the contents of the identity file with the contents of the key
file. However, when using multiple keys, then all of these keys must
appear in the identity file.

Close the PuTTY Key Generator.

Related topics:

+ |[“Configuring the PuTTY session for the command-line interface”

Configuring the PuTTY session for the command-line interface

This task provides step-by-step instructions for configuring the PuTTY session for
the command-line interface (CLI) on the SSH client system. This step is only
required if you are preparing to run the CLI from the master console.

Steps:

Perform these steps to configure the PuTTY session on the SSH client system:

1.

Click Start -> Programs -> PuTTY -> PuTTY to open the PuTTY Configuration
interface window. The items you select in the Category pane on the left side of
the window affect the content in the right pane of the window.

In the Category pane, click Session.

Click SSH.

In the Connection tree, click Connection —> SSH. This will bring up a different
view in the right pane.

Ensure that the button labeled 2 is selected.

In the SSH tree, click Auth. A different view opens in the right pane.

In the Private key file for authentication field in the Authentication
Parameters section, type the name of the SSH client private key file that you
specified when you used the PuTTY Key Generator. This field is in the second
section of the right pane. You can either click Browse to select the file name
from the system directory or, alternatively, type the fully qualified file name
(for example, C:\Support Utils\PuTTY \priv.ppk).

In the Category pane, click Session.

In the Load, save or delete a stored session section in the right pane, click
Default Settings —> Save in the save or delete a stored session field.
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Adding subsequent SSH public keys to the SAN Volume Controller

This task provides step-by-step instructions for adding an SSH public key on to the
SAN Volume Controller.

Steps:

During the cluster creation wizard, you will have added an SSH key to the cluster
that allows the master console (where the SAN Volume Controller Console is
running) to access the cluster. If you wish to add more SSH keys, that is, grant
SSH access to other servers you need to follow the procedure below.

1.
2.
3.
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Click Clusters in the Portfolio.
Click the cluster whose SSH keys you want to maintain.

Select Maintain SSH Keys in the drop-down list and click Go. The SSH Key
Maintenance panel is displayed.
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Figure 1. SSH Key Maintenance panel

4. Click the Maintain SSH Keys option. The window appears to enable you to

enter the client SSH public key information to be stored on the cluster. At the
SSH key maintenance window, perform the following steps:

a. If you are adding the SSH client key for the master console, click Browse
and locate the public key you generated earlier. If you are adding an SSH
client key for another system, either click Browse and locate the public key
or cut and paste the public key into the direct input field.

Click Administrator.

c. Type a name of your choice in the ID field that uniquely identifies the key
to the cluster.

Click Add Key.
Click Maintain SSH Keys.
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Figure 2. SSH Public Key Maintenance panel

f. Click the Show IDs button to see all key IDs loaded on the SAN Volume
Controller.

After the initial configuration of the cluster has been performed using the SAN

Volume Controller Console and at least one SSH client key has been added the

remainder of the configuration may either be performed using the SAN Volume
Controller Console or the Command Line Interface (CLI).

Related topics:
+ |Chapter 2, “Secure Shell (SSH),” on page 3|

Adding SSH keys for hosts other than the master console

This task provides step-by-step instructions for adding SSH keys on hosts other
than the master console.

Steps:

Perform the following steps to add SSH keys on hosts other than the master
console:

1.

Generate the public private key pair on each host that you want to use the
SAN Volume Controller command line interface. See the information that came
with your SSH client for specific details about using the key generation
program that comes with your SSH client.

Copy the public keys from each of these hosts to the master console.
Secure copy these public keys from the master console to the cluster.

Repeat for each public key copied onto the master console in @
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Chapter 3. Secure copy (SCP)

This topic provides information about using secure copy (scp).
Overview:

Secure copy (scp) provides a file transfer mechanism for secure shell (SSH) to copy
files either between two directories on the SAN Volume Controller configuration
node, or between the configuration node and another host. You must have
appropriate permissions on the source and destination directories on your
respective hosts to be able to use scp. Secure copy is available to you when you
install an SSH client on your host system.

The scp interface deliberately limits the permissions to the file systems inside the
SAN Volume Controller. If you log on as admin, the writable file systems consist of
the following:

/tmp
/home/admin/upgrade
/dumps and its subdirectories

If the cluster is inoperative, the configuration interface is not available.
Example:
Assume you want to copy a file called svcinfo.trc from the /dumps directory. You

want to copy this file from the machine called teststand to your local directory,
where you will name the file test.txt.

scp admin@teststand:/dumps/svcinfo.trc test.txt

Output similar to the following is displayed:
sveinfo.tre  100%|xxxsxsxsrsrsnx| 12909 00:00

Example:
Assume you want to copy a file called software_upgrade.pkg from your local

directory to the upgrade directory on the machine called teststand. Issue the
following command:

scp software_upgrade.pkg admin@teststand:/home/admin/upgrade

Output similar to the following is displayed:
software_upgrade.pkg — 100%| x#xsxssskxssrsxixrsrsx| 12909 00:00
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Chapter 4. Cluster commands

This section lists and describes the cluster commands.

When some commands complete successfully, textual output is normally provided.
However, some commands do not provide any output. The phrase No feedback is
used to indicate that no output is provided. If the command does not complete
successfully, an error is generated. For example, if the command has failed as a
result of the cluster being unstable, the following output is provided:

e CMMVC5786E The action failed because the cluster is not in a stable state.

* [“addnode” on page 12'
« |“chcluster” on page 15|

« |“chiogrp” on page 18|

+ |“chnode” on page 19

* [“cleardumps” on page 20|

* |[“cpdumps” on page 22|

+ |“detectmdisk” on page 24|

* [“dumpconfig” on page 26

* [“rmnode” on page 27|

+ |“setclustertime” on page 33

[“startstats” on page 37|

[“stopcluster” on page 39

* |“stopstats” on page 42|

© Copyright IBM Corp. 2003, 2004 11



addnode

You can use the addnode command to add a new (candidate) node to an existing
cluster. You can enter this command any time after a cluster has been created.

Syntax
e T e — s
" |— -name — — new_name_arg J e _[ :zg:zzg:?gmu A
Parameters

-panelname panel_name
Identifies the node to be added by the name as it appears on the display panel.
This argument is mutually exclusive with -wwnodename; only one is required
to uniquely identify the node.

-wwnodename wwnn_arg
Identifies the node to add to the cluster by the worldwide node name
(WWNN) of the node. This argument is mutually exclusive with -panelname;
only one is required to uniquely identify the node.

-name new_name_arg
Optionally specifies a name for this node.
-iogrp iogroup_name | iogroup_id
Specifies the 1/O group to which you want to add this node.

Description

This command adds a new node to the cluster. You can obtain a list of candidate
nodes (those that are not already assigned to a cluster) by typing svcinfo
1snodecandidate.

Node addition completes asynchronously. This means while the node is in adding
state, the WWPN is not known and will display as zeroes.

If the compatibility check fails, the following message displays:

CMMVC6201E The node could not be added, because incompatible
software: status code [%1].

Prerequisites: Before adding a node to the cluster, check the following:

* The cluster has more than one I/O group.

* The node being added to the cluster uses physical node hardware that has
previously been used as a node in the cluster.

* The node being added to the cluster uses physical node hardware which has
previously been used as a node in another cluster and both clusters have
visibility of the same hosts.

Attention: If the conditions listed above apply, then failure to follow the
procedures documented here, may result in the corruption of all data managed
by the cluster.
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Adding a node: If you are adding the node into the cluster for the first time, you

must record the node serial number, the WWNN, all WWPN’s, and the I/O group
to which it has been added. This can avoid a possible data corruption exposure if

the node must be removed from and re-added to the cluster.

When a node is added to the cluster using the svctask addnode command or using
the SAN Volume Controller Console, if the node has previously been a member of
the cluster then either:

* the node must be added back to the same I/O group that it was previously in.
The WWNN of the nodes in the cluster can be determined using the svcinfo
Isnode command. Or,

e if this information is not available, call IBM Service to add the node back into
the cluster without corrupting the data.

Optionally, you can assign a name to the new node. You can use this name in
subsequent commands to refer to the node, instead of using the node ID. If you
assign a label, this label is displayed as the node name from then on. If you do not
assign a label, the default label is nodeX, where X is the node ID.

Applications on a host system direct I/O operations to filesystems or logical
volumes which are mapped by the operating system to vpaths, which are pseudo
disk objects supported by the SDD driver. See the [IBM TotalStorage Subsystem|
[Device Driver: User’s Guidd for more information.

The SDD driver maintains an association between a vpath and a SAN Volume
Controller VDisk. This association uses an identifier (UID), which is unique to the
VDisk and is not reused. This enables the SDD driver to unambiguously associate
vpaths with VDisks.

The SDD device driver operates within a protocol stack, which also contains disk
and fibre-channel device drivers that enable it to communicate with the SAN
Volume Controller using the SCSI protocol over fibre-channel as defined by the
ANSI FCS standard. The addressing scheme provided by these SCSI and
fibre-channel device drivers uses a combination of a SCSI logical unit number
(LUN) and the world wide name for the fibre-channel node and ports.

In the event of errors occurring, error recovery procedures (ERPs) operate at
various tiers in the protocol stack. Some of these ERPs cause I/O to be redriven
using the same WWNN and LUN numbers which were previously used.

The SDD device driver does not check the association of the VDisk with the vpath
on every I/O operation that it performs.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

e CMMVC5790E The node was not added to the cluster because the maximum
number of nodes has been reached.

* CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5792E The action failed because the I/O group is used for recovery.

* CMMVC5793E The node was not added to the cluster because the I/O group
already contains a pair of nodes.

* CMMVC5777E The node was not added to the I/O group because the other
node in the I/O group is in the same power domain.
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¢ CMMVC6201E The node could not be added, because incompatible software:
status code [%1].

Examples
An invocation example
svctask addnode -wwnodename 210000e08b053564 -iogrp io_grp0

The resulting output
Node, id [6], successfully added
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chcluster

You can use the chcluster command to modify the attributes of an existing cluster.
You can enter this command any time after a cluster has been created.

Syntax
»— svctask — — chcluster — |_ _| >
-clusterip — cluster_ip_address
" |— -serviceip — service_ip_address J |— -name — cluster_name J "
i I— -admpwd — password —| I— -servicepwd — password —| i
" I— -gw — default_gateway —| I— -mask — subnet_mask —| "
" I— -speed — fabric_speed —| I— -alias — id_alias —| "
i l— -icatip — icat_console_ip_address —| A
Parameters

-clusterip cluster_ip_address
Changes the cluster IP address. After the cluster IP address is changed, you
lose the open shell connection to the cluster. You must reconnect with the
newly specified IP address.

-serviceip service_ip_address
Changes the service IP address. This address is the address that must be used
if the node has to be started after it has been expelled from the cluster.

-name cluster_name
Changes the name of the cluster.

-admpwd password
Changes the administrator password. This argument can be specified with or
without the password. If the argument is not followed by a password, you will
be prompted for the password. When you type the password in response to
the prompt, the password will not be displayed.

-servicepwd password
Changes the service user password. This argument can be specified with or
without the password. If the argument is not followed by a password, you will
be prompted for the password. When you type the password in response to
the prompt, the password will not be displayed.

-gw default_gateway
Changes the default gateway IP address of the cluster.

-mask subnet_mask
Changes the subnet mask of the cluster.
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-speed fabric_speed
Specifies the speed of the fabric to which this cluster is attached. Valid values
are 1 or 2 (Gb).

-alias id_alias
This alias does not change the basic ID for the cluster, but does influence the
VDisk_UID of every vdiskhostmap, both existing and new. These objects
appear to have been created for a cluster whose ID matches the alias.

-icatip icat_console_ip_address
Changes the IP address of the SAN Volume Controller Console used by this
cluster. The format of this IP address must be a dotted decimal notation
together with the port (for example, 255.255.255.255:8080).

Description

This command modifies either the IP addresses that are assigned to the cluster, the
passwords that are assigned to the two user names, or both. Any of the arguments
can be used either singly or in conjunction with any of the other arguments.

If the cluster IP address is changed, the open command-line shell closes during the
processing of the command. You must reconnect to the new IP address.

The service IP address is not used until a node is expelled from the cluster. If this
node cannot rejoin the cluster, you can bring the node up in service mode. In this
mode, the node can be accessed as a stand-alone node using the service IP address.

In release 1.2.0 and above, the cluster name can also be modified using this
command.

If you do not specify any of the options, the command does nothing. The options
are not mutually exclusive.

The command can also be used to change the subnet mask, default gateway, fabric
speed or id_alias.

Modifying a password: To change the administrator users password, issue the
svtask chcluster -admpwd <password> command. To change the service users
password, issue the svtask chcluster -servicepwd <password> command.

Note: If you do not wish the password to be displayed as you enter the command
line then you can omit the new password. The command line tool will then
prompt you to enter and confirm the password without the password being
displayed.

Modifying an IP address: List the IP address of the cluster, by issuing the svcinfo
Iscluster command. Modify the IP address, by issuing the svctask chcluster
command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5789E The cluster was not modified because the IP address, subnet
mask, service address, SNMP address, or gateway address is not valid.
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Examples
An invocation example
svctask chcluster -clusterip 217.12.3.11

The resulting output
No feedback
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chiogrp

You can use the chiogrp command to modify the name assigned to an I/O group.

Syntax

»»— svctask — — chiogrp — — -name — new_name_arg — >

>—|: io_group_id _|
i0_group_name

Y
A

Parameters

-name new_name_arg
Specifies the name to assign to the I/O group.

-io_group_id | io_group_name
Specifies the I/O group to modify by identifying either the I/O group ID or
the name already assigned to the I/O group.

Description

This command sets the name of the I/O group specified to the new name
supplied.

The I/0 groups already exist by default when a cluster is created, but will not
contain any nodes. The first node in the cluster is always assigned to I/O group
Zero.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5800E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5792E The action failed because the I/O group is used for recovery.

Examples

An invocation example
svctask chiogrp -name testiogrpone io_grp0

The resulting output
No feedback

18 Command-Line Interface User’s Guide



chnode

You can use the chnode command to change the name assigned to a node.

Syntax
»»— svctask — — chnode — — -name — new_node_name — —[ node_name_—l-—><
node_id

Parameters

-name new_node_name
Specifies the name to assign to the node.

node_name | node_id
Specifies the node to be modified. The argument that follows the flag is either:

¢ The node name, that is, the label that you assigned when you added the
node to the cluster

* The node ID that is assigned to the node (not the WWNN).

Description

This command changes the name, or label, assigned to the node in question. The
name can be used from then on in subsequent command-line tools.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.
e CMMVC5798E The action failed because the node is offline.

Examples
An invocation example
svctask chnode -name testnodeone nodeone

The resulting output
No feedback
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cleardumps

You can use the cleardumps command to clean the various dump directories on a
specified node.

Syntax

»r—

svctask — cleardumps — — -prefix — directory or file filter — ——

T

node_id i‘
node_name

Parameters

-prefix directory_or_file_filter
Specifies the directory, or files, or both to be cleaned. If a directory is specified,
with no file filter, all relevant dump or log files in that directory are cleaned.
The directory arguments include:

/dumps (cleans all files in all subdirectories)
/dumps/configs

/dumps/elogs

/dumps/feature

/dumps/iostats

/dumps/iotrace

/home/admin/upgrade

In addition to the directory, a file filter can be specified. For example, if you
specified /dumps/elogs/*.txt all files in the /dumps/elogs directory that end
in .txt will be cleaned.

node_id | node_name
Optionally specifies the node to be cleaned. The argument that follows the flag
is either:

The node name, that is, the label that you assigned when you added the
node to the cluster

The node ID that is assigned to the node (not the WWNN).

Description

This command deletes all the files that match the directory/file_filter argument on
the node specified. If no node is specified, the configuration node is cleaned.

You can clean all the dumps directories by specifying /dumps as the directory
argument.

You can clean all the files in a single directory by specifying one of the directory
arguments.

You can clean specific files in a given directory by specifying a directory and file
name. You can use an asterisk (*) as a wildcard in part of the file name.

You can list the contents of these directories on the given node by using the
svcinfo Isxxxxdumps commands.
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You can use this command to clean specific files in a given directory by specifying
a directory or file name. The wildcard * can be used as part of the file name.

Possible failures

* CMMVC5985E The action failed because the directory that was specified was
not one of the following directories: /dumps, /dumps/iostats, /dumps/iotrace,
/dumps/feature, /dumps/configs, /dumps/elogs, or /home/admin/upgrade.

Examples

An invocation example
svctask cleardumps -prefix /dumps/configs

The resulting output
No feedback

Related topics
+ |[“Using wildcards in the SAN Volume Controller Command-Line Interface (CLI)"|

on page xii|
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cpdumps

You can use the cpdumps command to copy dump files from a nonconfiguration
node onto the configuration node.

Note: In the rare event that the /dumps directory on the configuration node is

full, the copy action will terminate when the directory is full and will
provide no indicator of a failure. It is therefore advisable to clear the
/dumps directory after the desired data has been migrated off the
configuration node.

Syntax
»»— svctask — — cpdumps — — -prefix directory >
file_filter —|
node_name ><
node_id J
Parameters

-prefix directory | file_filter
Specifies the directory, or files, or both to be retrieved. If a directory is
specified with no file filter, all relevant dump or log files in that directory are
retrieved. The directory arguments include:

/dumps (cleans all files in all subdirectories)
/dumps/configs

/dumps/elogs

/dumps/feature

/dumps/iostats

/dumps/iotrace

/home/admin/upgrade

In addition to the directory, you can specify a file filter. For example, if you
specified /dumps/elogs/*.txt all files in the /dumps/elogs directory that end
in .txt will be copied.

node_id | node_name
Specifies the node from which to retrieve the dumps. The argument that
follows the flag is either:

The node name, that is, the label that you assigned when you added the
node to the cluster

The node ID that is assigned to the node (not the WWNN).

If the node specified is the current configuration node, no file will be copied.

Description

This command copies any dumps that match the directory or file criteria from the
given node to the current configuration node.

You can retrieve dumps that were saved to an old configuration node. When the
old configuration node failed over to another node, the dumps that were on the
old configuration node are not automatically copied. Because access from the IBM
CLI is only provided to the configuration no, files can only be copied off the
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cluster from the configuration node. This command enables you to retrieve files
and place them on the configuration node so that you can then copy them off of
the cluster.

You can view the contents of the directories by using the svcinfo Isxxxxdumps
commands.

Possible failures

* CMMVC5985E The action failed because the directory that was specified was
not one of the following directories: /dumps, /dumps/iostats, /dumps/iotrace,
/dumps/feature, /dumps/configs, /dumps/elogs, or /home/admin/upgrade.

Examples
An invocation example
svctask cpdumps -prefix /dumps/configs nodeone

The resulting output
No feedback
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detectmdisk

You can use the detectmdisk command to manually rescan the fibre-channel
network for any new managed disks that might have been added.

Syntax
»»— svctask — — detectmdisk ><
Description

This command causes the cluster to rescan the fibre-channel network and looks for
managed disks that have not been seen before. This command also detects if a
controller is being decommissioned.

In general, the cluster detects these disks automatically when they appear on the
network. However, some fibre-channel controllers do not send the required SCSI
primitives that are necessary to automatically discover the new disks.

If you have attached some new storage and the cluster has not detected it, you
might need to run this command before the cluster will detect the new disks.

No parameters are required.

When back-end controllers are added to the fibre-channel SAN and are included in
the same switch zone as a SAN Volume Controller Cluster the cluster will
automatically discover the back-end controller and will integrate the controller to
determine what storage it is presented to the SAN Volume Controller. The SCSI
LUs presented by the back-end controller will be displayed as unmanaged MDisks.
If however the configuration of the back-end controller is modified after this has
occurred then the SAN Volume Controller may be unaware of these configuration
changes. This task allows a user to request the SAN Volume Controller to re-scan
the fibre-channel SAN to update the list of unmanaged MDisks.

Note: The automatic discovery performed by SAN Volume Controller does not
write anything to a unmanaged MDisk. It is only when a the user instructs
the SAN Volume Controller to add a MDisk to a managed disk group or use
a MDisk to create an image mode virtual disk that the storage will actually
be used.

Discovering MDisks: Check to see which MDisks are available by issuing the
svctask detectmdisk command to manually scan the fibre-channel network for any
MDisks. Issue the svcinfo Ismdiskcandidate command to show the unmanaged
MDisks. These MDisks have not been assigned to an MDisk group. Alternatively,
you can issue the svcinfo Ismdisk command to view all of the MDisks.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask detectmdisk

The resulting output

24  Command-Line Interface User’s Guide



No feedback
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dumpconfig

You can use the dumpconfig command to dump the entire configuration of the
cluster to a text file.

Syntax
»»— svctask — — dumpconfig — ><
I— -prefix — filename_prefix —|
Parameters

-prefix filename_prefix
Optionally specifies the file name where you want to send the dump data. If
-prefix is not supplied, then the dump is directed to a file with a
system-defined prefix of "config”. The system-defined file name is created from
the prefix and a timestamp. The file name takes the following format:

<prefix>_ NNNNNN_YYMMDD_HHMMSS

where NNNNNN is the node front panel name.

Description

The dumps are written to the /dumps/configs directory on the node. If the -prefix
parameter is not used then the prefix, config, will be added at the front of the file
name.

If the -prefix parameter is entered then the user entered prefix will be used when
naming the file.

A maximum of ten configuration dump files is kept on the cluster. When the
eleventh dump is made, the oldest existing dump file is overwritten.

The contents of the /dumps/configs directory can be listed using the svcinfo
Isconfigdumps command.

Possible failures
¢ CMMVC5983E The dump file was not created. The file system might be full.

* CMMVC5984E The dump file was not written to disk. The file system might be
full.

Examples
An invocation example
svctask dumpconfig -prefix mydumpfile

The resulting output

The configuration data has been written to
/dumps/configs/mydumpfile_Tynn02_030601 054911
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rmnode

You can use the rmnode command to delete a node from the cluster. You can enter
this command any time after a cluster has been created.

Syntax

»»— — rmnode — —[ node name <
node id J

Parameters

node_name | node_id
Specifies the node to be deleted. The argument is either:

* The node name, that is, the label that you assigned when you added the
node to the cluster

* The node ID that is assigned to the node (not the WWNN).

Description

This command removes a node from the cluster. This makes the node a candidate
to be added back into this cluster or into another cluster. After the node is deleted,
the other node in the I/O group destages the contents of its cache and goes into
write-through mode until another node is added back into the I/O group.

Prerequisities:

Before you issue the rmnode command, perform the following tasks and read the
following Attention notices to avoid losing access to data:

1. Determine which virtual disks (VDisks) are still assigned to this 1/O group by
issuing the following command. The command requests a filtered view of the
VDisks, where the filter attribute is the I/O group.

svcinfo 1svdisk -filtervalue I0_group_name=<name>

where <name> is the name of the I/O group in question.

Notes:

a. If this is the last node in an I/O group and if there are virtual disks still
assigned to the I/O group, you will not be able to delete the node from the
cluster.

b. Any VDisks that are assigned to the I/O group that this node belongs to,
will be assigned to the other node in the I/O group; that is, the preferred
node will be changed. You cannot change this setting back.

2. Determine the hosts that the VDisks are mapped to by issuing the svcinfo

Isvdiskhostmap command.

3. Determine if any of the VDisks assigned to this I/O group contain data that
you need to maintain access to:

* If you do not want to maintain access to these VDisks, go to step
by

* If you do want to maintain access to some or all of the VDisks, back up the
data or migrate the data to a different (online) I/O group.

4. Determine if you need to turn the power off to the node:
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e If this is the last node in the cluster, you do not need to turn the power off to
the node. Go to stepE'r

* If this is not the last node in the cluster, turn the power off to the node that
you intend to remove. This step ensures that the Subsystem Device Driver
(SDD) does not rediscover the paths that are manually removed before you
issue the delete node request.

If you plan to add the node back into the cluster, see

5. Update the SDD configuration for each virtual path (vpath) that is presented by
the VDisks that you intend to remove. Updating the SDD configuration
removes the vpaths from the VDisks. Failure to update the configuration can
result in data corruption. See the [[BM TotalStorage Subsystem Device Driver|
for details about how to dynamically reconfigure SDD for the
given host operating system.

6. Quiesce all I/O operations that are destined for the node you are deleting.
Failure to quiesce the operations could result in failed I/O operations being
reported to your host operating systems.

Attention: Removing the last node in the cluster destroys the cluster. Before you
delete the last node in the cluster, ensure that you want to destroy the cluster.

Attention: If you are deleting a single node and the other node in the I/O group
is online, the cache on the partner node will go into write-through mode, causing
the data to be exposed to a single point of failure if the partner node fails.

Notes:

1. If the node you are removing is the configuration node, it might take a minute
or more before you can perform the delete node request. You must wait for the
configuration node failover to occur.

2. If the node you are removing is the last node in the cluster, the SAN Volume
Controller Console might seem to hang for up to 3 minutes because you have
removed the last access point to the cluster.

Deleting a node from a cluster:

Notes:

1. If this is the last node in the I/O group or the last node in the cluster, you will
be asked to force the deletion.

2. If this is the last node in the cluster or if it is currently assigned as the
configuration node, all connections to the cluster will be lost. The user interface
and any open CLI sessions will halt. A time-out might occur if a command
cannot be completed before the node is deleted.

Issue the svctask rmnode command to delete a node from the cluster. You can
enter this command any time after a cluster has been created.

Adding a node back into the cluster:

If you turn the power back on to the node that has been removed while it is still
connected to the same fabric or zone, the following actions occur:

1. The node attempts to join the cluster again.
2. The cluster signals the node to remove itself from the cluster.
3. The node becomes a candidate for addition to this cluster or another cluster.
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If you intend to add this node back into the cluster, ensure that you add it back to
the same I/O group from which you are deleting it. Otherwise, data corruption
might occur.

Before you add a node back into the cluster, you need to know the following
information, which should have been recorded when the node was originally
added to the cluster.

* Node serial number

+ WWNN

* all WWPNs

* I/O group that contains the node

If you do not have access to this information, call IBM Service to add the node
back into the cluster without corrupting the data.

Replacing a faulty node:

You can replace a failed node with a”spare”or replacement node. This would be
necessary if the SAN Volume Controller fails. The San Volume Controller will
continue to operate with degraded performance until the failed node is repaired.
To enhance availability, you might choose to replace the failed node with a
“spare”, then repair the node offline. However, various procedures must be
followed and precautions taken, to replace a failed node without interrupting I/O
and without risk to data integrity when the repaired node is reconnected to the
SAN fabric. The procedure involves changing the World Wide Node Name
(WWNN) of the SAN Volume Controller. This procedure must be followed with
care to avoid duplicate WWNNs which are illegal and can cause data corruption.

Prerequisities:

Before replacing the failed node you must:

* Have SVC software version 1.1.1 or higher installed on the SAN Volume
Controller cluster and spare node.

¢ Know the cluster name that contains the failing node.

* Confirm that a spare node is in the same rack as the SAN Volume Controller
cluster containing the failed node.

* Make a record of the last five characters of the original WWNN. This
identification is needed if you decide in the future to designate the spare node

as a normal node that can be assigned to any cluster. Use the svcinfo_Isnode
command to see the WWNN.

Additional Information

When a node is replace using this procedure:

* The node Front Panel ID will change. This is the number printed on the front of
the node, used to select the node that is to be added to a cluster.

e The Node Name might change. If you permit the SAN Volume Controller
Application to assign default names when adding nodes to the cluster it will
create a new name each time a node is added. If you choose to assign your own
names then you will need to type in the node name that you wish to use. If you
are using scripts to perform management tasks on the cluster and those scripts
use the Node Name then by assigning the original name to a replacement node
you will avoid the need to make changes to the scripts following service activity
on the cluster.
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The Node ID will change. A new Node ID is assigned each time a node is added
to a cluster. The Node ID or the Node Name can be used when performing
management tasks on the cluster but if scripts are being used to perform those
tasks it is recommended that the Node Name is used in preference to the Node
ID since the Node Name will remain unchanged following service activity on
the cluster.

The World Wide Node Name (WWNN) will not change. The WWNN is used to
uniquely identify the node and the fiber channel ports. The node replacement
procedure changes the WWNN of the spare node to match that of the failed
node. The node replacement procedures must be followed exactly to avoid any
duplication of WWNNSs.

The World Wide Port Name (WWPN) of each fiber channel port will not change.
The WWPNSs are derived from the WWNN that is written to the replacement
node as part of this procedure.

Perform the following steps to replace a node:

1.

Use the command svcinfo Isnode to display the node name. This command,
when implemented, prints a detailed list report containing information about
all the nodes on a cluster. The failed node will be offline. Note the nodes’
name.

Again use svcinfo Isnode to display the I/O Group name. Note the name of
the group.

Use the command svcinfo Isnodevpd to display the front panel id. Note the id
number.

Again use the command svcinfo Isnodevpd to record the UPS serial number.
Note this number.

Use the Front Panel ID to locate the failed node. Disconnect all four fiber
channel cables from the node. Important: The cables must not be reconnected
until the node is repaired and the node number has been changed to the
default spare node number.

Connect the power/signal cable from the spare node to the UPS with the serial
number noted in step 1. The signal cable can be plugged into any vacant
position on the top row of serial connectors on the UPS. If no spare serial
connectors are available on the UPS, disconnect the cables from the failed SAN
Volume Controller. Power-on the spare node. Display the node status on the
service panel. (See “SAN Volume Controller menu options”in the SAN Volume
Controller Service Guide).

Perform these steps to change the WWNN of the node and add the replacement
node:

1.

With the node status displayed on the front panel, press and hold the Down
button; press and release the Select button; release the Down button. The text
“WWNN"is displayed on line-1 of the display. Line-2 of the display contains
the last five characters of the WWNN.

With the WWNN displayed on the service panel, press and hold the Down
button, press and release the Select button, release the Down button. This
switches the display into edit mode.

Change the displayed number to match the WWNN recorded in step 1. To edit
the displayed number use the Up and Down buttons to increase or decrease the
numbers displayed. Use the left and right buttons to move between fields.
When the five characters match the number recorded in step 1, press the select
button twice to accept the number.
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4. Connect the four fiber channel cables that were disconnected from the failed
node to the spare node.

5. Delete the offline node. See “Deleting a node from the cluster”.
6. Add the spare node into the cluster. See “Adding a node back into the cluster”.

7. Use the Subsystem Device Drive (5SD) management tool on the host systems to
verify all paths are now online.

When the failed node is repaired do not connect the fiber channel cables to it.
Connecting the cables might cause data corruption. Perform these steps after the
failed node is repaired:

1. Display the node status on the service panel.
2. With the SVC status displayed on the front panel, press and hold the Down
button; press and release the Select button; release the Down button. The text

“WWNN"is displayed on line-1 of the display; line-2 of the display contains
the last five characters of the WWNN.

3. With the WWNN displayed on the service panel, press and hold the Down
button, press and release the Select button, release the Down button. This
switches the display into edit mode.

4. Change the displayed number to “00000”. To edit the displayed number use the
Up and Down buttons to increase or decrease the numbers displayed. Use the
left and right buttons to move between fields. When the number is set to

“00000”, press the select button twice to accept the number. Never connect a
SVC with a WWNN 0of“00000” to the cluster.

This error should not be marked as fixed in the error log until the failed node has
been repaired and returned to the customer. If this is not done, the service
technician will not be able to easily find the front panel ID of the failed node.

This SVC can now be used as a spare node. If this SVC is no longer required as a
spare and is to be used for normal attachment to a cluster you must first use the
procedure described above to change the WWNN to the number saved when a
spare was being created. See “Prerequisites”’above. Using any other number might
cause data corruption.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

e CMMVC5794E The action failed because the node is not a member of the cluster.

* CMMVC5795E The node was not deleted because a software upgrade is in
progress.

¢ CMMVC5796E The action failed because the I/O group that the node belongs to
is unstable.

¢ CMMVC5797E The node was not deleted because this is the last node in the I/O
group and there are virtual disks (VDisks) associated with the I/O group.

Examples

An invocation example
svctask rmnode 1

The resulting output
No feedback
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Related topics:

* |“Isvdiskhostmap” on page 288|

« |“Isnode” on page 261
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setclustertime

You can use the setclustertime command to set the time for the cluster.

Syntax
»»— svctask — — setclustertime — — -time — time _value ><
Parameters

-time time_value
Specifies the time to which the cluster must be set. This must be in the
following format:

MMDDHHmMmmYYYY

Description

This command sets the time for the cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svctask setclustertime -time 040509142003

The resulting output
No feedback
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setpwdreset

You can use the setpwdreset command to view and change the status of the
password-reset feature for the display panel.

Syntax
»»— svctask — — setpwdreset — -disable ><
E -enable —
-show
Parameters
-disable
Disables the password-reset feature that is available through the front panel
menu system.
-enable
Enables the password-reset feature that is available through the front panel
menu system.
-show
Displays the status of the password-reset feature, which is either enabled or
disabled.
Description

The front panel menu system provides an option to reset the administrator
password. This option resets the password to a random string that is displayed on
the front panel. You can then use this password to access the system. You should
change the password at the next login.

Issue the svctask setpwdreset command to view and change the status of the
password-reset feature for the display panel. Passwords can consist of A-Z, a - z,
0 - 9, and underscore. Make a careful note of the admin password, because without
it, you cannot access the cluster.

This command allows you access in case the administrator password is forgotten.
If you leave this feature enabled, you should ensure adequate physical security to

the cluster hardware.

You can view or change the status of this feature.

Possible failures

* There are no error codes.

Examples

An invocation example
svctask setpwdreset -show

The resulting output
Password status: [1]

This outcome means that the password or reset feature that is available through
the front panel menu system is enabled. If the password status displayed an
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outcome of [0], this would mean that this feature is disabled.
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settimezone

You can use the settimezone command to set the time zone for the cluster.

Syntax

»»— svctask — — settimezone — — -timezone — timezone_arg ><

Parameters

-timezone timezone_arg
Specifies the time zone to set for the cluster.

Description

This command sets the time zone for the cluster. Use the -timezone parameter to
specify the numeric ID of the time zone you want to set. Issue the svcinfo
Istimezones command to list the time-zones available on the cluster. A list of valid
time-zones settings are displayed in a list. The specific cluster ID and its assigned
time-zone are indicated in the list.

The time zone that this command sets will be used when formatting the error log
produced by typing:

svctask dumperrlog

Note: If you have changed the timezone, you must clear the error log dump
directory before viewing the error log through the Web application.

Issue the svcinfo showtimezone command to display the current time-zone
settings for the cluster. The cluster ID and its associated time-zone are displayed.
Issue the svctask setclustertime command to set the time for the cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask settimezone -timezone 5

The resulting output
No feedback

Related topics

+ |“Istimezones” on page 282|
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startstats

You can use the startstats command to start the collection of statistics for both
VDisks and MDisks.

Syntax
»»— svctask — — startstats — — -interval — time_in_minutes ><
Parameters

-interval time_in_minutes
Specifies the time in minutes. This is the time interval between the gathering of
statistics, between 15 and 60 minutes in increments of 1.

Description

Statistics are collected at the end of each sampling period (as specified by the
-interval parameter). These statistics are written to a file. A new file is created at
the end of each sampling period. Separate files are created for managed disks and
virtual disks statistics.

The files generated are written to the /dumps/iostats directory.

A maximum of 12 files are stored in the directory at any one time for each disk
type, for example Nm_stats_<nodeid>_<date>_<time>,
m_stats_<nodeid>_<date>_<time> and v_stats_<nodeid>_<date>_<time> files.
Before the 13th file (for each type) is created, the oldest file of that type will be
deleted.

These files can be listed by using the svcinfo Isiostatsdumps command.

The naming convention for these files is:
<disk_type>_stats_<frontpanelid>_<date>_<time>. Where <disk_type> is m or Nm
for managed disks and v for virtual disks, <frontpanelid> is the current
configuration node ID, <date> is in the form of yymmdd, and <time> is in the form
of hhmmss.

Examples of managed disk file names are: m_stats_lynn02_031123_07246 and
Nm_stats_lynn02_031123_07246.

An example of a virtual disk file name is: v_stats_lynn02_031123_072426 or.

The statistics collected for each managed disk and each virtual disk, that appear in
the file name with the format: m_stats_<nodeid>_<date>_<time> and
v_stats_<nodeid>_<date> respectively, contain the following statistical information:

¢ The number of SCSI read commands processed during the sample period.
* The number of SCSI write commands processed during the sample period.
* The number of blocks of data read during the sample period.

¢ The number of blocks of data written during the sample period.

Note: These statistics are collected for each node in the cluster at that point in
time.
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The statistics collected for each managed disk that appear in the file name with the
format: Nm_stats_<nodeid>_<date>_<time>, contain the following statistical
information:

* The number of SCSI read commands processed during the sample period.
* The number of SCSI write commands processed during the sample period.
¢ The number of blocks of data read during the sample period.

¢ The number of blocks of data written during the sample period.

* Per MDisk Cumulative Read External response time in milliseconds

e Per MDisk Cumulative Write External response time in milliseconds

* Per MDisk Cumulative Read Queued response time.

e Per MDisk Cumulative Write Queued response time.

Note: These statistics are collected only for the configuration node, at that point in
time.

Possible failures

e There are no error codes.

Examples

An invocation example
svctask startstats -interval 25

The resulting output
No feedback
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stopcluster

You can use the stopcluster command to shut down a single node or the entire
cluster in a controlled manner. When this command is issued you will be
prompted with a confirmation of intent to execute the command.

Syntax

v

»»— svctask — — stopcluster — |_
-force —|

l— -node —[ node_namejJ
node_id

Parameters

-node node_name | node_id
Optionally identifies the node you want to shut down. Specifies the node to be
deleted. The argument that follows the flag is either:

¢ The node name, that is, the label that you assigned when you added the
node to the cluster

* The node ID that is assigned to the node (not the WWNN).

If you supply the node ID or the name, only that node will be shut down,
otherwise the entire cluster will be shutdown.

-force
The force flag is required if this is the last online node in a given I/O group.

Description

When you enter this command without any arguments, the entire cluster is shut
down. All data is flushed to disk before the power is removed.

Attention: Ensure that you have stopped all FlashCopy, Remote Copy, and data
migration operations before you attempt a node or cluster shutdown. You should
also ensure that all asynchronous deletion operations have completed prior to a
shutdown operation.

When you enter this command either a node ID or node name argument, the node
in question is shut down. After the command completes, the other node in the I/O
group destages the contents of its cache and goes into write-through mode until
the power to the node is returned and the node rejoins the cluster.

If all input power to a SAN Volume Controller cluster is to be removed for more
than a few minutes, (for example, if the machine room power is to be shutdown
for maintenance), it is important that the cluster is shutdown before the power is
removed. The reason for this is that if the input power is removed from the
uninterruptible power supply units without first shutting down the cluster and the
uninterruptible power supplies, the uninterruptible power supply units will remain
operational and eventually become drained of power.

When input power is restored to the uninterruptible power supplies they will start
to recharge but the SAN Volume Controllers will not permit any I/O activity to be

performed to the virtual disks until the uninterruptible power supply is charged
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enough to enable all the data on the SAN Volume Controller nodes to be saved in
the event of an unexpected power loss. This might take as long as three hours.
Shutting down the cluster prior to removing input power to the uninterruptible
power supply units will prevent the battery power being drained and will make it
possible for I/0O activity to be resumed as soon as input power is restored.

Attention: Before shutting down a node or the cluster you should quiesce all I/O
operations that are destined for this node or cluster. Failure to do so may result in
failed I/O operations being reported to your host operating systems.

Begin the process of quiescing all I/O to the cluster by stopping the applications
on your hosts that are using the VDisks provided by the cluster.

1. If you are unsure which hosts are using the VDisks provided by the cluster,
follow the procedure called, Determining the hosts that a VDisk is mapped to.

2. Repeat the previous step for all VDisks.

Attention: If you are shutting down the entire cluster, you will lose access to all
VDisks being provided by this cluster.

When all I/O has been stopped, issue the svctask stopcluster to shut down a
single node or the entire cluster in a controller manner. If you specify the node ID
or node name, you can shut down a single node. When you enter this command
either a node ID or node name argument, the node in question is shut down. After
the command completes, the other node in the I/O group destages the contents of
its cache and goes into write-through mode until the power to the node is returned
and the node rejoins the cluster. You must then close the SSH session if you are
using ssh in interactive mode.

Attention: If this is the last node in an I/O group, you will lose all access to the
virtual disks in the I/O group. Before you enter this command, ensure that this is
what you want to do. You must specify the force flag.

If a shutdown command has been sent to the cluster and both cluster and
uninterruptible power supply units have powered off, when input power is
restored it will be necessary to restart the uninterruptible power supply units by
pressing the power button on the uninterruptible power supply front panel.

Shutting down a single node::

Attention: If you are shutting down a single node, and the other node in the I/O
group is online, be aware that the cache on the partner node will go into
write-through mode and that you are exposed to a single point of failure should
the partner node fail while this node is shut down. Proceed to .

Attention: If you are shutting down a single node, and this is the last node in the
I/0 group, you will lose access to all VDisks being served by this 1/O group.

Steps:

Perform the following steps to shut down a single node:

1. Begin the process of quiescing all I/O to the VDisks being served by this nodes
I/0 group.
a. Determine the VDisks in question by requesting a filtered view of VDisks

where the filter attribute is the I/O group in question. This can be done
using the following command:
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svcinfo Tsvdisk -filtervalue I0_group name=<name>

where <name> is the name of the I/O group in question.

b. Once you have a list of VDisks, determine the hosts that these are mapped
to by following the procedure called, Determining the hosts that a VDisk is
mapped to.

2. When all I/O has been stopped issue the following command to shut down the

node:
svctask stopcluster <nodename/ID>

where <nodename/ID> is the name or ID of the node that you want to shut
down.

Note: If this is the last node in the I/O group you also need to specify the
-force parameter. For example to force the shutdown of nodel:

svctask stopcluster -force nodel

Possible failures

CMMVC5786E The action failed because the cluster is not in a stable state.
CMMVC5798E The action failed because the node is offline.

CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

CMMVC5796E The action failed because the I/O group that the node belongs to
is unstable.

CMMVC5799E The shutdown was not successful because there is only one
online node in the I/O group.

Examples

An invocation example

svctask stopcluster

The resulting output You will be presented with the following warning:

Are you sure that you want to continue with the shut down?

Ensure that you have stopped all FlashCopy mappings, Remote Copy
relationships, data migration operations and forced deletions before continuing.
Entering y to this will execute the command. No feedback is then displayed.
Entering anything other than y or Y will result in the command not executing. No
feedback is displayed.
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stopstats

You can use the stopstats command to stop the collection of statistics for both
VDisks and MDisks.

Syntax
»»— svctask — — stopstats ><
Description

This command turns off the statistics generation, until you start them again (with
svctask startstats).

Possible failures

e There are no error codes.

Examples

An invocation example
svctask stopstats

The resulting output
No feedback
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Chapter 5. Backup and restore commands

The following commands enable you to work with backing up and restoring
configuration information with the SAN Volume Controller.

* [“backup” on page 44|

* |“clear” on page 46|

* [“help” on page 47,

* [“restore” on page 48|

© Copyright IBM Corp. 2003, 2004
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backup

You can use the backup command to back-up your configuration. You can enter
this command any time after a cluster has been created.

Syntax

»»— svcconfig — — backup — ><
l—-quiet—l I—-V—[OHjJ
off

Parameters

-quiet
Suppresses standard output (STDOUT) messages from the console.

-von | off
On means verbose messages will be displayed. Off means normal messages
(the default) will be displayed.

Description

The backup command extracts configuration data from the cluster and saves it to
"sve.config.backup.xml” in "/tmp”. A file "svc.config.backup.sh” is also produced.
This can be studied to see what other commands have been issued to extract
information. A log "svc.config.backup.log” is also produced. This can be studied for
detail as to what has been done and when. This log also includes information on
the other commands issued.

Any preexisting file "svc.config.backup.xml” is archived as "svc.config.backup.bak”.
(Only one such archive is kept.)

It is recommended that the ".xml" file and related ".key” files (see limitations
below) be immediately moved off-cluster for archiving, and then the files erased
from "/tmp” using the clear command. It is strongly recommended that all objects
having default names be changed to have non-default names, as objects with
default names cannot be restored faithfully.

The prefix "_" (underscore) is reserved for backup and restore command usage,
and should not be used in any object names.

The backup command has the following limitations:

» "key” SSH public key value files are not produced to go along with the ".xml"
file in "/tmp”. Warnings will nevertheless be issued for the missing file or files
that should be supplied by the user. These will conform to the template
"svc.config.identifier.user.key” where identifier and user are as specified for the
addsshkey command. You are requested to supply these files if they were used
with the addsshkey command. If they are not available, then it will be necessary
to install a new set of keys during the cluster restoration process, assuming that
cluster restoration is necessary at some time in the future.

Possible failures
* CMMVC6112W object-type object-name has a default name
* CMMVC6136W No SSH key file file-name
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* CMMVC6147E object-type object-name has a name beginning with prefix

Examples
An invocation example
svcconfig backup

The resulting output
No feedback
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clear

You can use the clear command to erase files in the "/tmp” directory previously
produced by other svcconfig commands. You can enter this command any time
after a cluster has been created.

Syntax
»— svcconfig — — clear — ><
l— -all —|
Parameters
-all
Includes " key”, ".bak” and ".xml" files in file clearance, otherwise clears just
"log"” and ".sh” files. The "key”, ".bak” and ".xml" files contain configuration
information, whereas the others do not.
Description

This command clears some or all files in the "/tmp” directory produced by
svceonfig. Files conform to the template "svc.config.*".

Possible failures
¢ CMMVC6103E Problem file file-name: details

Examples

An invocation example
svcconfig clear -all

The resulting output
No feedback
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help

You can use the help command to obtain summary information about the syntax

of svcconfig. You can enter this command any time after a cluster has been created.

Syntax

»— svcconfig — — -ver —[ -7
E backup -h —|

clear
restore

Parameters
-h | -2

Provides general help.

(action) -h | -?
Provides command help: the possible values for (action) are backup, clear, and

restore.

-ver

Returns the version number for the SVCCONFIG command.

Description
This command provides syntax help for svcconfig.

Possible failures

CMMVC6100E -option not consistent with action
CMMVC6101E -option not consistent with -option
CMMVC6102E -option and -option are alternatives
CMMVC6114E No help for action action
CMMVC6134E No argument for -option
CMMVC6135E Argument value for -option is not valid
CMMVC6138E -option is required

CMMVC6141E -option does not contain any argument
CMMVC6149E An action is required

CMMVC6150E The action action is not valid
CMMVC6151E The option -option is not valid
CMMVC6153E object not consistent with action

Examples

An invocation example

svcconfig -ver
svcconfig -?
svcconfig backup -h

The resulting output
Help text.
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restore

You can use the restore command to take information from configuration files in
the "/tmp" directory and restore the cluster to that configuration. You can enter
this command only immediately after a cluster has been created.

Syntax

-f i: -q
-force — -quiet —

»— svcconfig — — restore — |:

\

v

-fmt off
-fmtdisk —

-prepare ii l— -v on

-execute
-fmt
-fmtdisk

Parameters

-prepare
Checks the current configuration against the information held in
"sve.config.backup.xml” on the configuration to be restored. Prepares
commands for execution in "svc.config.restore.sh”, and produces a log of
events in "svc.config.restore.prepare.log”.

-fmt | fmtdisk
Includes the -fmtdisk option an all mkvdisk commands to be issued.

-execute
Executes the command script "svc.config.restore.sh”. Produces a log of events
in "svc.config.restore.execute.log”.

-f | force
Forces continued execution where possible.

-q | quiet
Suppresses console output (STDOUT).

-von | off
Produces verbose output (on); the default is regular output (off).

Description

This command restores the target cluster configuration from the
"sve.config.backup.xml” file, and associated ".key” files (if present) in the
configuration files directory. If neither the "prepare” nor "-execute” option is
specified, then only a single event log "svc.config.restore.log” is produced.

This command will pause for 5 minutes if any nodes are added during this
process. You will be informed of this at run-time.

After restoration, a VDisk will comprise a specific list of MDisks. If the relevant
MDisk group comprises a larger list, either now or in the future, the restored

VDisk will not be able to exploit any MDisks that are not presently in its own list.
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The configuration files directory is ”/tmp.”

Possible failures

CMMVC6105E Different names for source name and target name clusters
CMMVC6106E Target cluster has non-default id_alias value
CMMVC6107E x io_grp objects in target cluster; y are required
CMMVC6109E Disk controller system with WWNN of value not available
CMMVC6120E Target is not the configuration node

CMMVC6139E Incorrect XML tag nesting in file-name

CMMVC6142E Existing object-type object-name has a non-default name
CMMVC6143E Required configuration file file-name does not exist
CMMVC6146E Problem parsing object-type data: line

CMMVC6147E object-type object-name has a name beginning with prefix

CMMVC6148E Target cluster has actual object(s) of type object-type instead of
required

CMMVC6152E vdisk name instance number value is not valid
CMMVC61551 SVCCONFIG processing completed successfuly
CMMVC6156W SVCCONFIG processing completed with errors

CMMVC6165E Target is not the original configuration node with WWNN of
value

Note: Messages 6155 and 6156 are only shown with "-v on".

Examples

An invocation example

svcconfig restore -prepare
svcconfig restore -execute

The resulting output
No feedback
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Chapter 6. Cluster diagnostic and service-aid commands

This section lists and describes the cluster diagnostic and service-aid commands.

When some commands complete successfully, textual output is normally provided.
However, some commands do not provide any output. The phrase No feedback is
used to indicate that no output is provided.

The SAN Volume Controller enables service activity to be performed with a limited
set of command-line tools. When you are logged in under the administrator role,
all command-line activities are permitted. When you are logged in under the
service role, only those commands required for service are enabled. All of these
commands apply under the service role. The service commands permit problem
determination and repair activities to be performed.

+ |[“addnode” on page 52|

+ [“applysoftware” on page 55

+ |“cherrstate” on page 57

+ |“clearerrlog” on page 58

* [“dumperrlog” on page 59

+ |“finderr” on page 60|

* [“rmnode” on page 61|

+ |“setevent” on page 63|

+ |“setlocale” on page 65|

+ |“writesernum” on page 66
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addnode

You can use the addnode command to add a new (candidate) node to an existing
cluster. You can enter this command any time after a cluster has been created.

Syntax
»»— svcservicetask — — addnode — —[ :ES:SLZiZ;e____p;Z;Z,:ZiZe_—I— E——
" L -name — — new_name_arg J e _[ :zg:gzg:?gmu A
Parameters

-panelname panel_name
Identifies the node to be added by the name as it appears on the display panel.
This argument is mutually exclusive with -wwnodename; only one is required
to uniquely identify the node.

-wwnodename wwnn_arg
Identifies the node to add to the cluster by the worldwide node name
(WWNN) of the node. This argument is mutually exclusive with -panelname;
only one is required to uniquely identify the node.

-name new_name_arg
Optionally specifies a name for this node.
-iogrp iogroup_name | iogroup_id
Specifies the 1/O group to which you want to add this node.

Description

This command adds a new node to the cluster. You can obtain a list of candidate
nodes (those that are not already assigned to a cluster) by typing svcinfo
1snodecandidate.

If the compatibility check fails, the following message displays:

CMMVC6201E The node could not be added, because incompatible
software: status code [%1].

Prerequisites: Before adding a node to the cluster, check the following:

* The cluster has more than one I/O group.

* The node being added to the cluster uses physical node hardware which has
previously been used as a node in the cluster.

* The node being added to the cluster uses physical node hardware which has
previously been used as a node in another cluster and both clusters have
visibility of the same hosts.

Attention: If the conditions listed above apply, then failure to follow the
procedures documented here, may result in the corruption of all data managed
by the cluster.

Adding a node: If you are adding the node into the cluster for the first time, you
must record the node serial number, the WWNN, all WWPN’s, and the I/O group
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to which it has been added. This can avoid a possible data corruption exposure if
the node must be removed from and readded to the cluster.

When a node is added to the cluster using the svctask addnode command or using
the SAN Volume Controller Console, if the node has previously been a member of
the cluster then either:

* the node must be added back to the same I/O group that it was previously in.
The WWNN of the nodes in the cluster can be determined using this svcinfo
Isnode command. Or,

 if this information is not available, call IBM Service to add the node back into
the cluster without corrupting the data.

When you add a node to the cluster, you must also specify the I/O group to which
this node will belong. I/O groups are identifiers for a node pair. The node pairs
will internally duplicate cache data for a given set of virtual disks for redundancy
of the cache data. When a virtual disk is created, it is also assigned to an I/O
group. All data that is destined for this virtual disk is then cached on the two
nodes in the I/O group.

When you add a node, make sure that the nodes within an I/O group are attached
to different uninterruptible power supplies. You can determine the uninterruptible
power supply to which a node is attached from the output of the svcinfo
Isnodecandidate (uninterruptible power supply_unique_ID). The svcinfo Isnodes
command displays the uninterruptible power supply to which all nodes
(uninterruptible power supply_unique_ID), in the cluster are attached.

If you attempt to add a node to the cluster, it results in two nodes being attached
to the same uninterruptible power supply, being put in the same I/O group, the
sveservicetask addnode command will fail with the following error:

CMMVC5777E The node could not be added to the I/O group, because
the other node in the I/O group is in the same power domain.

Optionally, you can assign a name to the new node. You can use this name in
subsequent commands to refer to the node, instead of using the WWNN (node ID).
If you assign a label, this label is displayed as the node name from then on. If you
do not assign a label, the default label is nodeX, where X is the node ID.

Example: When 2 nodes of a 4 node cluster have been lost because of a complete
failure of an uninterruptible power supply, the two lost nodes must be added back
into the cluster using the svcservicetask addnode command or using the SAN
Volume Controller Console.

Applications on a host system direct I/O operations to filesystems or logical
volumes which are mapped by the operating system to vpaths, which are pseudo
disk objects supported by the SDD driver. See the [IBM TotalStorage Subsystem|
IDevice Driver: User’s Guide for more information.

The SDD driver maintains an association between a vpath and a SAN Volume
Controller VDisk. This association uses an identifier (UID), which is unique to the
VDisk and is not reused. This enables the SDD driver to unambiguously associate
vpaths with VDisks.

The SDD device driver operates within a protocol stack, which also contains disk
and fibre-channel device drivers that enable it to communicate with the SAN
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Volume Controller using the SCSI protocol over fibre-channel as defined by the
ANSI FCS standard. The addressing scheme provided by these SCSI and
fibre-channel device drivers uses a combination of a SCSI logical unit number
(LUN) and the world wide name for the fibre-channel node and ports.

In the event of errors occurring, error recovery procedures (ERPs) operate at
various tiers in the protocol stack. Some of these ERPs cause I/O to be redriven
using the same WWNN and LUN numbers which were previously used.

The SDD device driver does not check the association of the VDisk with the vpath
on every I/O operation that it performs.

Possible failures

CMMVC5H786E The action failed because the cluster is not in a stable state.
CMMVC5790E The node was not added to the cluster because the maximum
number of nodes has been reached.

CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

CMMVC5792E The action failed because the I/O group is used for recovery.

CMMVC5793E The node was not added to the cluster because the I/O group
already contains a pair of nodes.

CMMVC5777E The node was not added to the I/O group because the other
node in the I/O group is in the same power domain.

CMMVC6201E The node could not be added, because incompatible software:
status code [%1].

Examples

An invocation example

svcservicetask addnode -wwnodename 210000e08b053564 -iogrp io_grp0

The resulting output
Node, id [6], successfully added
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applysoftware

You can use the applysoftware command to upgrade the cluster to a new level of

sofware.
Syntax
»»— svcservicetask — — applysoftware — >
L -force l
»— -file — filename_arg >
Parameters
-force

Optionally specifies the force flag. The -force flag is needed if any node within
an I/0 group is not paired. The upgrade process forces the first node in each
I/0 group to shut down and upgrade. If that node is not paired, then the
cluster will become degraded and the data will be lost.

-file filename_arg
Specifies the file name of the new software package. You must have copied this
file to the configuration node before entering this command.

Description

This command starts the upgrade process of the cluster to a new level of software.
Note the references above to sveservicetask and sveservicemodetask. The
applysoftware command can be used to apply a level of software to the node in
both service and non-service modes. This topic addresses applying software when
the node is in non service mode.

The software package as specified by the file name must first be copied onto the
current (in service mode) node in the /home/admin/upgrade directory. You can
use secure copy (scp) on the secure shell (SSH) client to copy the file.

The actual upgrade completes asynchronously.

The contents of /home/admin/upgrade can be viewed by using the svcinfo
Issoftwaredumps command.

Internally, the new package will be moved from the /home/admin/upgrade
directory and checksumed. If the package fails the checksum, it will be deleted and
the upgrade will fail. Otherwise, the package will be extracted from the directory
and the software upgrade will begin.

Each node in turn restarts before the new software package is started.

Possible failures

¢ CMMVC5801E The upgrade of the cluster software could not proceed because
every node in the cluster must be online. Either delete the node that is offline or
bring the node online and resubmit the command.

¢ CMMVC5802E The upgrade of the cluster software could not proceed because
there is an I/O group in the cluster that contains only one node. The software
upgrade requires that each node in an I/O group be shut down and restarted. If
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there is only one node in an 1/O group, I/O operations could be lost if I/O
operations are not stopped before beginning the software upgrade. To upgrade
the cluster, the force option is required.

* CMMVC6206E The software upgrade failed as a file containing the software for
the specified MCP version was not found. There are two files required to
successfully complete a software upgrade. One file contains the files that make
up the base operating system, while the other file contains the SVC software.
This message is displayed if the version of OS is incompatible with the SVC
software. To upgrade the file, upload two compatible files and reissue the
command.

Examples
An invocation example
svcservicetask applysoftware -file sanvolumecontroller_update

The resulting output
No feedback
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cherrstate

You can use the cherrstate command to mark an unfixed error as fixed. You can
also use it to mark a fixed error as unfixed.

Syntax
»>— svcservicetask — — cherrstate — — -sequencenumber — sequence_number ——»
>— >
I— -unfix —|
Parameters

-sequencenumber sequence_number
Specifies the error log sequence number, or numbers, to fix.

-unfix
Optionally specifies that the sequence number, or numbers, supplied should be
marked as unfixed. If you supply the -unfix argument, the sequence numbers
will be marked as unfixed. This is intended for use only when you have
marked the wrong sequence number as fixed.

Description

The error log entries that the sequence number, or numbers, that you entered are
marked as fixed. Use this command as a manual confirmation step that you have
performed some maintenance to the cluster, fabric, or subsystems.

This step is performed as part of the directed maintenance procedures (DMPs).

Optionally, if you have marked the wrong sequence number as fixed, you can
remark an entry as unfixed by specifying the -unfix flag.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5803E The entry in the error log was not marked because the sequence
number was not found.

Examples
An invocation example
svcservicetask cherrstate -sequencenumber 2019

The resulting output
No feedback
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clearerrlog

You can use the clearerrlog command to clear all entries from the error log
including status events and any unfixed errors.

Syntax
»»— svcservicetask — — clearerrlog — ><
L -force Bl
Parameters
-force
This flag stops any confirmation requests. If the -force flag is not supplied, you
are prompted to confirm if you are sure that you want to clear the log.
Description

This command clears all entries from the error log. The entries are cleared even if
there are unfixed errors in the log. It also clears any status events that are in the
log.

Attention: This command is destructive. You should only use it when you have
either rebuilt the cluster, or have fixed a major problem that has caused many
entries in the error log that you do not want to manually fix.

Possible failures
¢ CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example

svcservicetask clearerrlog -force

The resulting output
No feedback
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dumperriog

You can use the dumperrlog command to dump the contents of the error log to a
text file. You can also use the command to delete unwanted error log dumps from
the cluster.

Syntax

»»— svcservicetask — — dumperrlog — |_ _|
-prefix — filename_prefix

Parameters

-prefix filename_prefix
A file name is created from the prefix and a time stamp, and has the following
format:

<prefix>_ NNNNNN_YYMMDD_HHMMSS
where NNNNNN is the node front panel name.

Note: If the -prefix parameter is not supplied, the dump will be directed to a
file with a system-defined prefix of "errlog”.

Description

When executed with no arguments, this command dumps the cluster error log to a
file using a system-supplied prefix of "errlog”, which includes the node ID and
time stamp. When a file name prefix is provided, the same operation is performed
but the details are stored in the dumps directory a file with a name that starts with
the specified prefix.

A maximum of ten error-log dump files are kept on the cluster. When the 11th
dump is made, the oldest existing dump file is overwritten.

Error log dump files are written to /dumps/elogs. The contents of this directory
can be viewed using the svcinfo lserrlogdumps command.

Files will not be deleted from other nodes until you issue the cleardumps
command.

Possible failures
¢ CMMVC5983E The dump file was not created. The file system might be full.

¢ CMMVC5984E The dump file was not written to disk. The file system might be
full.

Examples

An invocation example

svcservicetask dumperrlog -prefix testerrorlog

The resulting output
No feedback
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finderr

You can use the finderr command to analyze the error log for the highest severity
unfixed error.

Syntax
»»— svcservicetask — — finderr ><
Description

The command scans the error log for any unfixed errors. Given a priority ordering
defined within the code, the highest priority unfixed error is returned to stdout.

You can use this command to determine the order in which to fix the logged
errors.

The Web-based directed maintenance procedures (DMPs) also use this command.

Possible failures

e There are no error codes.

Examples

An invocation example
svcservicetask finderr

The resulting output
Highest priority unfixed error code is [1010]
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rmnode

You can use the rmnode command to delete a node from the cluster. You can enter
this command any time after a cluster has been created.

Syntax
»— svcservicetask — — rmnode — node_name >
—[ node_id J
Parameters

node_name | node_id
Specifies the node to be deleted. The argument that follows the flag is either:

* The node name, that is, the label that you assigned when you added the
node to the cluster

* The node ID, that is, assigned to the node (not the WWNN).

Description

This command removes a node from the cluster. This makes the node a candidate
to be added back into this cluster or into another cluster. After the node is deleted,
the other node in the I/O group destages the contents of its cache and goes into
write-through mode until another node is added back into the I/O group.

If you intend to add the node back into the cluster, you must ensure that you
record the node serial number, the WWNN, all WWPNSs, and the 1/O group to
which it currently belongs. This can avoid a possible data corruption exposure if
the node must be removed from and readded to the cluster. See the
[TotalStorage SAN Volume Controller: Confiquration Guidd for more information.

If this is the last node in an I/O group and if there are virtual disks still assigned
to the I/O group, you will not be able to delete the node from the cluster.

If this is the last node in the cluster and the I/O group has no virtual disks
remaining, the cluster is deleted and all virtualzation information is lost. Any data
that is still required should be backed up or migrated prior to destroying the
cluster.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5794E The action failed because the node is not a member of the cluster.

¢ CMMVC5795E The node was not deleted because a software upgrade is in
progress.

¢ CMMVC5796E The action failed because the I/O group that the node belongs to
is unstable.

* CMMVC5797E The node was not deleted because this is the last node in the I/O
group and there are virtual disks (VDisks) associated with the I/O group.
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Examples

An invocation example Introduce the executed command
svcservicetask rmnode 1

The resulting output Introduce the resulting output
No feedback
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setevent

You can use the setevent command to specify what happens when an error or
event is logged to the error log.

Syntax

»»— svcservicetask — — setevent — |_ | >
-snmptrap — all
i: hardware_only —
none
»— >

I— -snmpip — ip_address —| l— -community — community —|

»
>

A\
A

hardware_only —
none

I— -alert ii all |

Parameters

-snmptrap all | hardware_only | none
Optionally specifies the SNMP trap setting, that is, when to raise a trap.

-snmpip ip_address
Optionally specifies the IP address of the host system that is running the
SNMP manager software.

-community community
Optionally specifies the SNMP community string.

-alert all | hardware_only | none
Optionally specifies the alert setting. That is, when to raise an alert notification.

Description

This command modifies the settings that you want to apply to the error log. These
settings define what to do when errors and events are logged. Issue the svctask
setevent command to specify what you like to happen when an error or event is
logged to the error log. You can select whether the cluster raises an SNMP trap, for
entries that are added to the cluster error or event log, or both. Three levels of
notification are possible:

* None No error or status changes will be sent.

* Hardware_only You will be notified of errors, but you will not be notified of
status changes.

* All You will be notified of all errors and status changes.

If you have an SNMP manager installed or if you want to be notified by e-mail of
errors or events, you should enable error notification. The notification levels for
SNMP alerts can be set independently.

You can use this command to setup SNMP traps. For SNMP, you must supply the
following information:

* When to raise a trap.
¢ The IP address of the SNMP manager
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* The SNMP community

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcservicetask setevent -snmptrap all

The resulting output
No feedback
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setlocale

You can use the setlocale command to change the locale setting for the cluster. It
changes all interfaces output to the chosen language.

Syntax
»»— svcservicetask — — setlocale — — -Tocale — locale_id ><
Parameters

-locale locale_id
Specifies the locale ID.

Description

This command changes the language in which error messages are displayed as
output from the command-line interface. After this, all error messages from the
command-line tools will be generated in the chosen language. This command is
executed when you request a change of language (locale) and is generally executed
from the Web page. Issue the svcservicetask setlocale command to change the
locale setting for the cluster. It changes all interfaces output to the chosen
language. For example, if you wanted to change the English default language to
Japanese, type the following:

svcservicetask setlocale -Tocale 3

where 3 is the argument that stands for Japanese. The arguments are:
* 0 US English (default)

* 1 Chinese (simplified)

e 2 Chinese (traditional)

* 3 Japanese

* 4 Korean

* 5 French

* 6 German

e 7 Italian

* 8 Spanish

* 9 Portuguese (Brazilian)

Note: This command does not change the front panel display panel settings.

Possible failures

* There are no error codes.

Examples

An invocation example
svcservicetask setlocale -Tocale 3

The resulting output
No feedback
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writesernum

You can use the writesernum command to write the node serial number into the
planar NVRAM.

Syntax
»»— svcservicetask — — writesernum — — -sernum — serial_number — ——»
node_id ><
node_name —|
Parameters

-sernum serial_number
Specifies the serial number you want to write to the nonvolatile memory of the
system planar.

node_id | node_name
Specifies the node where the system planar is located. The serial number will
be written to this system planar. This name is not the WWNN.

Description

This command writes the node serial number into planar NVRAM. The serial
number can be found by looking at the front of the SAN Volume Controller
without removing if from the rack. It can be seen just to the left of the right-hand
thumbscrew which holds the SAN Volume Controller into the rack. This serial
number will usually be seven digits.

Note: Once written, the serial number can be verified using the svcinfo Isnodevpd
command. The system_serial_number field contains the serial number.

Possible failures
¢ CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5791E The action failed because an entity that was specified in the
command does not exist.

e CMMVC5794E The action failed because the node is not a member of the cluster.

Examples

An invocation example

svcservicetask writesernum -sernum 1300027 nodel

The resulting output
No feedback
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Chapter 7. Host commands

The following commands enable you to work with host options with the SAN
Volume Controller.

+ [“addhostport” on page 68

* |“chhost” on page 70

* [“mkhost” on page 71|

* |“rmhost” on page 73

« |[“rmhostport” on page 74|
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addhostport

You can use the addhostport command to add WWPNs to an existing host object.

Syntax

»»— svctask — — addhostport — — -hbawwpn — wwpn_list — |_ _| >
-force

>— host_name <
—[ host_id J

Parameters

-hbawwpn wwpn_list
Specifies the list of ports to add to the host.

-force
Optionally forces the addition. This stops the validation of any WWPNs.

host_id | host_name
Specifies the host object to add ports to, either by ID or by name.

Description

This command adds the list of HBA WWPNSs to the host object specified. Only
logged-in unconfigured WWPNs can be added. For a list of candidate WWPNSs, see
svcinfo Ishbaportcandidate command.

Some HBA device drivers do not log in to the fabric until they can see target
LUNS. Because they do not log in, their WWPNs will not be recognized as
candidate ports. You can specify the force flag with this command to stop the
validation of the WWPN list.

Any virtual disks that are mapped to this host object will automatically be mapped
to the new ports.

Replacing an HBA in a host: List the candidate HBA ports by issuing the svcinfo
Ishbaportcandidate command. You should see a list of the HBA ports that are
available to be added to host objects. One or more of these should correspond with
the one or more WWPNS’s that belong to the new HBA. Locate the host object that
corresponds with the host in which you have replaced the HBA. The following
command lists all the defined host objects:

svcinfo Tshost

To list the WWPNSs currently assigned to the host, issue the following;:

svcinfo Tshost <hostobjectname>

where <hostobjectname> is the name of the host object.

Add the new ports to the existing host object by issuing the following command:

svctask addhostport -hbawwpn <one or more existing WWPNs
separated by :> <hostobjectname/ID>
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where <one or more existing WWPNs separated by :> and <hostobjectname/id>
correspond with those listed in the previous steps.

Remove the old ports from the host object by issuing the following command:

svctask rmhostport -hbawwpn <one or more existing WWPNs
separated by :> <hostobjectname/ID>

where <one or more existing WWPNs separated by :> correspond with those listed in
the previous step that belong to the old HBA that has been replaced. Any
mappings that exist between the host object and VDisks will automatically be
applied to the new WWPNSs. Therefore, the host should see the VDisks as the same
SCSI LUNS as before. See the [BM TotalStorage Subsystem Device Driver: User’s Guide]
for additional information about dynamic reconfiguration.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5867E The action failed because the worldwide port name is already
assigned or is not valid.

¢ CMMVC5872E The port (WWPN) was not added to the host object because an
entity that was specified in the command does not exist.

e CMMYVC5874E The action failed because the host does not exist.
* CMMVC5753E The object specified does not exist.

Examples
An invocation example
svctask addhostport -hbawwpn 210100E08B251DD4 host_one

The resulting output
No feedback
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chhost

You can use the chhost command to modify the name assigned to a host object.

Syntax

»»— svctask — — chhost — — -name — new_name_arg — host_name_—l-—N
host_id

Parameters

-name new_name_arg
Specifies the new name to be assigned to the host object.

host_name | host_id
Specifies the host object to modify, either by ID or by current name.

Description

The name of the specified host object is changed to the new name. This command
will not affect any of the current virtual disk-to-host mappings.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5868E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5869E The host object was not renamed because the host ID or name is
not valid.

e CMMYVC5874E The action failed because the host does not exist.

Examples

An invocation example
svctask chhost -name host_one hostone

The resulting output
No feedback
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mkhost

You can use the mkhost command to create a logical host object.

Syntax
S e EO "
»— -hbawwpn — wwpn_list — B - ] >
Parameters

-name new_name_arg
Optionally specifies a name or label for the new object.

-hbawwpn wwpn_list
Specifies a list of host bus adapter (HBA) worldwide port names (WWPNs) to
add to this host object.

-force
Optionally forces the creation. This argument stops any validation of the
WWPNS.

Description

This command associates one or more HBA WWPNs with a logical host object. You
can subsequently use this object when mapping virtual disks to hosts. This
command creates a new host. The ID is returned when the command completes.

You only need to issue this command once. The cluster scans the fabric for
WWPNs in the host zone. The cluster itself cannot filter into the hosts to determine
which WWPNs are in which hosts. Therefore, you must use the svctask mkhost
command to identify the hosts.

After you identify the hosts, mappings are created between hosts and virtual disks.
These mappings effectively present the virtual disks to the hosts to which they are
mapped. All WWPNSs in the host object will be mapped to the virtual disks.

Some HBA device drivers do not log in to the fabric until they can see target
logical unit numbers (LUNSs). Because they do not log in, their WWPNs will not be
recognized as candidate ports. You can specify the force flag with this command to
stop the validation of the WWPN list.

See also the svctask mkvdiskhostmap and svcinfo Ishbaportcandidate commands.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5867E The action failed because the worldwide port name is already
assigned or is not valid.

* CMMVC5868E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5729E One or more components in the list is not valid.
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Examples
An invocation example
svctask mkhost -name hostone -hbawwpn 210100E08B251DD4 -force

The resulting output

Host id [1] successfully created.
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rmhost

You can use the rmhost command to delete a host object.

Syntax

»»— svctask — — rmhost — host name <
l— -force —| [ host_id J

Parameters

-force
Optionally forces the delete. This argument deletes the host object. Any
WWPNss that are still active can be added to other hosts. The active WWPNs
are then listed as unconfigured WWPNs.

host_name | host_id
Specifies the host object to delete, either by ID or by name.

Description

When executed, this command deletes the logical host object. The WWPNSs that
were contained by this host object (if still connected and logged in to the fabric)
are returned to the unconfigured state. When you issue the svcinfo
Ishbaportcandidate command, the host objects are listed as candidate ports.

If any mappings still exist between this host and virtual disks, the command will
fail unless you specify the force flag. When specified, this flag causes the command
to delete the mappings before deleting the host object.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5870E The host object was not deleted because an entity that was
specified in the command does not exist.

* CMMVC5871E The action failed because one or more of the configured
worldwide port names is in a mapping.

e CMMYVC5874E The action failed because the host does not exist.

Examples
An invocation example
svctask rmhost host_one

The resulting output
No feedback
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rmhostport

You can use the rmhostport command to delete WWPNs from an existing host

object.
Syntax
»»— svctask — — rmhostport — — -hbawwpn — wwpn_list — — -force — ——
host_name ><
host_id J
Parameters

-hbawwpn wwpn_list
Specifies the list of ports to delete from the host.

-force
Forces the deletion of the ports that you entered. This argument deletes the
WWPN:ss in the list from the host specified. The ports become unconfigured
WWPNSs.

host_name | host_id

Specifies the host name or the host ID.

Description

This command deletes the list of HBA WWPNSs from the specified host object. If
these ports are still logged in to the fabric, they become unconfigured and are
listed as candidate WWPNSs. See also the svcinfo Ishbaportcandidate command.

Any virtual disks that are mapped to this host object are automatically unmapped
from the ports.

Replacing an HBA in a host: List the candidate HBA ports by issuing the svcinfo
Ishbaportcandidate command. You should see a list of the HBA ports that are
available to be added to host objects. One or more of these should correspond with
the one or more WWPNs that belong to the new HBA. Locate the host object that
corresponds with the host in which you have replaced the HBA. The following
command lists all the defined host objects:

svcinfo Tshost

To list the WWPNs currently assigned to the host, issue the following:

svcinfo Tshost <hostobjectname>

where <hostobjectname> is the name of the host object.

Add the new ports to the existing host object by issuing the following command:

svctask addhostport -hbawwpn <one or more existing WWPNs
separated by :> <hostobjectname/ID>

where <one or more existing WWPNs separated by > and <hostobjectname/id>
correspond with those listed in the previous steps.
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Remove the old ports from the host object by issuing the following command:

svctask rmhostport -hbawwpn <one or more existing WWPNs
separated by :> <hostobjectname/ID>

where <one or more existing WWPNs separated by :> correspond with those listed in
the previous step that belong to the old HBA that has been replaced. Any
mappings that exist between the host object and VDisks will automatically be
applied to the new WWPNSs. Therefore, the host should see the VDisks as the same
SCSI LUNS as before. See the [BM TotalStorage Subsystem Device Driver: User’s Guide]
for additional information about dynamic reconfiguration.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5867E The action failed because the worldwide port name is already
assigned or is not valid.

¢ CMMVC5871E The action failed because one or more of the configured
worldwide port names is in a mapping.

* CMMVC5872E The port (WWPN) was not added to the host object because an
entity that was specified in the command does not exist.

* CMMVC5873E The action failed because there is no matching worldwide port
name.

e CMMYVC5874E The action failed because the host does not exist.

Examples
An invocation example
svctask rmhostport -hbawwpn 210100E08B251DD4 host_one

The resulting output
No feedback
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Chapter 8. Virtual disk commands

The following commands enable you to work with virtual disk options with the
SAN Volume Controller.

+ [“chvdisk” on page 78|

+ |“expandvdisksize” on page 81]

* |“mkvdisk” on page 83

+ [“mkvdiskhostmap” on page 88§|

* [‘rmvdisk” on page 90
* [“rmvdiskhostmap” on page 92|
¢ [“shrinkvdisksize” on pagm
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chvdisk

You can use the chvdisk command to modify some of the properties of a virtual
disk including the name, the I/O group, and the I/O governing rates.

Syntax

»»— svctask — — chvdisk — >

| 2

v

[ oore —— to_gravn.
-iogrp io_group_id
_[ io_group_name J |— -force J

Y
v

I— -rate — throttle_rate | I— -name — new_name_arg —|
I— -unitmb —|

> vdisk_name <
—[ vdisk_id J

Parameters

-iogrp io_group_id | io_group_name
Optionally specifies a new I/O group to move the virtual disk to, either by ID
or name. The -force flag can be used together with this parameter in order to
force the removal of the VDisk to the I/O group.

-rate throttle_rate [-unitmb]
Optionally sets the I/O governing rates for the virtual disk. The default units
are I/Os, but can be used in conjunction with the -unitmb argument to specify
in terms of MBps.

-name new_name_arg
Optionally specifies a new name to assign to the virtual disk.

-force
Specifies that you want to force the VDisk to be removed from an I/O group.
This parameter can only be used together with -iogrp.

vdisk_name | vdisk_id
Specifies the virtual disk to modify, either by ID or by name.

Note: The -iogrp, -rate, and -name parameters are mutually exclusive. Only one of
these parameters can be specified per command-line.

Description

This command modifies a single property of a virtual disk. You can modify one
property at a time. Therefore, to change the name and modify the I/O group, you
must issue the command twice.

You can specify a new name or label. You can use the new name subsequently to
refer to the virtual disk.

You can change the I/O group with which this virtual disk is associated. However,
to change the I/O group, you must first flush the cache within the nodes in the
current I/O group to ensure that all data is written to disk. You should suspend
I/0 operations at the host level before performing this operation.
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Attention: Do not move a VDisk to an offline I/O group. You must ensure the
I/0 group is online before moving the VDisks to avoid any data loss scenarios.

You can set a limit on the amount of I/O transactions that will be accepted for this
virtual disk. It is set in terms of I/Os per second or MBps. By default, no I/O
governing rate is set when a virtual disk is created.

When first created there is no throttling applied to a virtual disk. Using the -rate
parameter can change this. To change the virtual disk back to an unthrottled state,
the value 0 (zero) should be used with the -rate parameter.

You can migrate a VDisk to a new I/O group to manually balance the workload
across the nodes in the cluster. You may end up with a pair of nodes that are
overworked and another pair that are underworked. Follow this procedure to
migrate a single VDisk to a new I/O group. Repeat for other VDisks as required.

Attention:

This is a disruptive procedure, access to the VDisk will be lost while you follow
this procedure.

Under no circumstances should VDisks be moved to an offline I/O group. You
must ensure the I/O group is online before moving the VDisks to avoid data loss
scenarios.

Before migrating the VDisk, it is essential that for each vpath presented by the
VDisk you intend to move, the SDD configuration is updated to remove the vpaths
in question. Failure to do this may result in data corruption. See [[BM TotalStoragd
ISubsystem Device Driver: User’s Guide| for details about how to dynamically
reconfigure SDD for the given host operating system.

Make sure that when you migrate a VDisk to a new 1/O group, you quiesce all
I/0O operations for the VDisk. You may need to determine the hosts that are using
this VDisk. Any FlashCopy mappings or Remote Copy relationships that use this
VDisk should be stopped or deleted. Issue the following command, to check if the
VDisk is part of a relationship or mapping, issue the svcinfo Isvdisk
<vdiskname/id> command, where <vdiskname/id> is the name or ID of the VDisk.

Look for the FC_id and RC_id fields. If these are not blank then the VDisk is part
of a mapping or relationship. See the [BM TotalStorage SAN Volume Controller:|
[Command-Line Interface User's Guide|for details on how to stop or delete the
mapping or relationship. Issue the following command to migrate the VDisk:

svctask chvdisk -iogrp <newiogrpname/id> <vdiskname/id>

Follow the procedure to discover the new vpaths and to check that each vpath is
now presenting the correct number of paths. See the [[BM TotalStorage Subsysterr|
IDevice Driver: User’s Guide for details on how to dynamically reconfigure SDD for
the given host operating system.

Possible failures
* CMMVC5756E Cannot perform the request as the object is already mapped.
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5832E The property of the virtual disk (VDisk) was not modified
because an entity that was specified in the command does not exist.
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¢ CMMVCS5833E The property of the virtual disk (VDisk) was not modified
because there are no nodes in the I/O group.

¢ CMMVC5834E The 1/0 group for the virtual disk (VDisk) was not modified
because the group is a recovery I/O group. To modify the I/O group, use the
force option.

* CMMVC5848E The action failed because the virtual disk (VDisk) does not exist
or it is being deleted.

* CMMVC5853E The action failed because there was a problem with the group.

* CMMVC5856E The action failed because the virtual disk (VDisk) does not
belong to the specified managed disk (MDisk) group.

¢ CMMVCS5857E The action failed because the managed disk (MDisk) does not
exist or it is not a member of the managed disk (MDisk) group.

* CMMVC5858E The action failed because the virtual disk (VDisk) is in the wrong
mode, the managed disk (MDisk) is in the wrong mode, or both are in the
wrong mode.

* CMMVC5860E The action failed because there were not enough extents in the
managed disk (MDisk) group.

¢ CMMVC5861E The action failed because there were not enough extents on the
managed disk (MDisk).

* CMMVC5862E The action failed because the virtual disk (VDisk) is being
formatted.

* CMMVC6032E The operation was not performed because one or more of the
entered parameters is invalid for this operation.

Examples
An invocation example
svctask chvdisk -rate 2040 -unit mb 6

The resulting output
No feedback
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expandvdisksize

You can use the expandvdisksize command to expand the size of a VDisk by a
given capacity.

Syntax
»»— svctask — — expandvdisksize — — -size — disk_size — >
> —[ vdisk_name :I-—><
I— -mdisk —[ mdisk_id_Tist jJ I— -fmtdisk —| vdisk_id
mdisk_name_list
Parameters

-size disk_size
Specifies the capacity by which the virtual disk is to be expanded. It is used in
conjunction with the units value. The smallest granularity of bytes is 512. All
capacities are rounded up to this value. However, an entire extent will be
reserved even if only partially used. The default capacity is in MB.

-mdisk mdisk_id_list | mdisk_name_list
Optionally specifies the list of one or more MDisks to be used as the stripe set.
The extents that are used to expand the vdisk come from the specified list of
MDisks. All MDisks in the list must be part of the same MDisk group.

-fmtdisk
Optionally specifies that the VDisk should be formatted before use. Using this
parameter will format (all zeros) the new extents that have been added to the
VDisk as a result of the expand.

vdisk_name | vdisk_id
Specifies the virtual disk to modify, either by ID or by name.

Description

This command expands the capacity allocated to the particular virtual disk by the
given amount. The default capacity is in MB.

When a VDisk is expanded, the policy may change. Its mode will become striped
even if it was previously sequential or image mode. See the svctask mkvdisk
command for details of the virtualization policies. This command will complete
asynchronously if the fmtdisk argument is selected.

Possible failures
¢ CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

¢ CMMVC5835E The virtual disk (VDisk) was not expanded because an object
that was specified in the command does not exist.

* CMMVC5837E The action failed because the virtual disk (VDisk) is part of a
FlashCopy mapping.

* CMMVC5838E The action failed because the virtual disk (VDisk) is part of a
Remote Copy mapping.
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* CMMVC5848E The action failed because the virtual disk (VDisk) does not exist
or it is being deleted.

¢ CMMVCS5853E The action failed because there was a problem with the group.

* CMMVC5856E The action failed because the virtual disk (VDisk) does not
belong to the specified managed disk (MDisk) group.

¢ CMMVCS5S857E The action failed because the managed disk (MDisk) does not
exist or it is not a member of the managed disk (MDisk) group.

* CMMVC5858E The action failed because the virtual disk (VDisk) is in the wrong
mode, the managed disk (MDisk) is in the wrong mode, or both are in the
wrong mode.

* CMMVC5860E The action failed because there were not enough extents in the
managed disk (MDisk) group.

* CMMVC5861E The action failed because there were not enough extents on the
managed disk (MDisk).

* CMMVC5862E The action failed because the virtual disk (VDisk) is being
formatted.

* CMMVC5998W The virtualized storage capacity exceeds the amount that you
are licensed to use.

Examples

An invocation example

svctask expandvdisksize -size 2048 -unit b -mdisk
mdisk@:mdiskl -fmtdisk vdiskl

The resulting output
No feedback
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mkvdisk

You can use the mkvdisk command to create sequential, striped or image mode
virtual disk objects. Once mapped to a host object, these objects are seen as disk
drives with which the host can perform I/O operations.

Note: The first syntax diagram depicts the creation of a sequential or striped mode
virtual disk. The second syntax diagram depicts the creation of an image
mode virtual disk.

Syntax
»»— svctask — — mkvdisk — — -mdiskgrp —[ mdisk_group_id >
mdisk_group_name —|
»— -jogrp —[ io_group_id — -size — disk_size — —_—
io_group_name l— -fmtdisk —|
l— -vtype —[ seq l— -node —[ node_namej—I
striped node_id
I— -unit b I— -mdisk —[ mdisk_id_Tist jJ
kb mdisk_name_list
mb
gb
th
pb
l— -name — new_name_arg —| l— -instance — instance —|
»— svctask — — mkvdisk — — -mdiskgrp —[ mdisk_group_id >
mdisk_group_name J
»— -iogrp —[ io_group_id >
io_group_name —| I— -size — disk_size —|
»— -vtype — image — |_ |_ >
-node —[ node_namejJ -unit b
node_id kb
mb
gb
th
pb
>— >

I— -mdisk —[ mdisk_id jJ I— -name — new_name_arg —|
mdisk_name

> »<

I— -instance — instance —|
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Parameters

-mdiskgrp mdisk_group_id | mdisk_group_name
Specifies the managed disk group to use when creating this virtual disk.

-iogrp io_group_id | io_group_name
Specifies the I/O group (node pair) with which to associate this virtual disk.

-size disk_size

Specifies the capacity of the virtual disk, which is used in conjunction with the
units value. The smallest granularity of bytes is 512. All capacities are rounded
up to this value. However, an entire extent will be reserved even if only partial
is used. You can specify a capacity of 0. The size in bytes should be in
multiples of logical block address (LBAs). When creating an image mode disk,
if this parameter is not specified, then the entire managed disk capacity will be
used.

-fmtdisk
Optionally specifies that the virtual disk should be formatted before use. The
-fmtdisk argument formats (sets to all zeros) the extents that make up this
VDisk after it is created. If this parameter is used, the command completes
asynchronously and you can query the status with the svcinfo command. This
flag may not be used when creating an image mode VDisk.

-vtype seq | striped | image
Optionally specifies the virtualization policy. The default virtualization type is
striped. Refer to the notes below for more information.

-node node_id | node_name
Optionally specifies the preferred node ID or name for I/O operations to this
virtual disk. You can use the -node argument to specify the preferred access
node. This argument is required for the subsystem device driver (SDD) and the
SAN Volume Controller will choose a default if you do not supply this
argument.

-unitb | kb | mb | gb | tb | pb
Optionally specifies the data units to be used in conjunction with the capacity
(-size).

-mdisk mdisk_id_list | mdisk_name_list
Optionally specifies a list of one or more managed disks. This argument is
used in conjunction with -vtype and has different uses depending upon the
policy chosen. Refer to the notes below for more information.

-name new_name_arg
Optionally specifies a name to assign to the new virtual disk.

-instance instance
The VDisk instance number. This value overrides that which would be
assigned automatically, and influences other numbers that may be assigned
algorithmically later, such as the VDisk_UID of a vdiskhostmap.

Description

This command creates a new virtual disk object. You can use the command to
create a variety of types of virtual disk objects and, as such, it is one of the most
complex commands.

You will need to decide which managed disk group will provide the storage for

the VDisk. Use the svcinfo Ismdiskgrp command to list the available managed
disk groups and the amount of free storage in each group.
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Decide which I/O group the VDisk should be assigned to. This determines which
SAN Volume Controller nodes in the cluster process the I/O requests from the host
systems. If you have more than one I/O group then make sure you distribute the
VDisks between the I/O groups so that the I/O workload is shared evenly
between all SAN Volume Controller nodes. Use the svcinfo Isiogrp command to
show the I/O groups and the number of virtual disks assigned to each I/O group.

Note:

It is normal for clusters with more than one I/O group to have MDisk
groups that have VDisks in different I/O groups. FlashCopy can be used to
make copies of VDisks regardless of whether the source and destination
VDisk are in the same I/O group. If however you plan to use intra-cluster
Remote Copy then make sure that both the master and auxiliary VDisk are
in the same 1/O group.

The virtualization policy controls the type of virtual disk to create. These policies
include striped and seq and image:

Striped

This is the default policy. If the -vtype is not specified, then this policy is
used in its default form. That is, all managed disks in the managed disk
group will be used to create the virtual disk. The striping is at an extent
level, in a circular fashion, one extent from each managed disk in the
group is used. For example, a managed disk group with 10 managed disks
uses one extent from each managed disk, then it uses the 11th extent from
the first managed disk, and so on.

If the -mdisk argument is also specified, you can supply a list of managed
disks to use as the stripe set. This can be two or more managed disks from
the same managed disk group. The same circular algorithm is used across
the striped set. However, a single managed disk can be specified more than
once in the list. For example, if you enter -m 0:1:2:1 from the extents will
be from the following maintenance disks: 0, 1, 2, 1, 0, 1, 2, and so forth. All
MDisks specified in the -mdisk argument must be in the managed mode.

A capacity of 0 is allowed.

Seq (Sequential)

Image

This policy requires the -mdisk flag with a single managed disk as its
argument. This MDisk must be in the managed mode.

It will create the virtual disk only using extents from the given managed
disk (assuming there are enough free extents on the managed disk).

Image mode virtual disks are a special case. These disks can be used when
a managed disk already has data on it, perhaps from a previrtualized
subsystem. When an image mode virtual disk is created, it directly
corresponds to the managed disk it was created from, therefore, virtual
disk logical block address (LBA) x equals managed disk LBA x. This
command can be used to bring a nonvirtualized disk under control of the
cluster. The data can then be migrated from the single managed disk at
which time the virtual disk is no longer an image mode virtual disk.

You may add image mode VDisks to an already populated mdiskgrp with
other types of VDisks, such as a striped or sequential VDisk.

Note: An image mode VDisk must be at least one extent in size (capacity
can not be 0). That is, the minimum size that can be specified for an
image mode VDisk should be the same as the MDisk group extent
size that it will be added to, by default 16Mb.
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The -mdisk flag must be used to specify an MDisk that has a mode
of unmanaged. The -fmtdisk flag can not be used when creating an
image mode VDisk.

The command returns the IDs of the newly created VDisk.

Attention: Do not create a VDisk in an offline I/O group. You must ensure the
I/0O group is online before creating a VDisk to avoid any data loss scenarios. This
applies in particular to recreating VDisks that are assigned the same object ID.

Possible failures

Note: If you receive an error for this command that indicates that the licensed
virtualization capacity has been exceeded, then the command was still
effective. However, the return code will indicate the license violation.

* CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5807E The action failed because the managed disk (MDisk) cannot be
changed to the specified mode.

* CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

* CMMVC5826E The virtual disk (VDisk) was not created because an entity that
was specified in the command does not exist.

* CMMVC5827E The command failed as a result of an inconsistency between two
or more of the entered parameters.

* CMMVC5828E The virtual disk (VDisk) was not created because the I/O group
contains no nodes.

* CMMVC5829E The image-mode virtual disk (VDisk) was not created because
the number of managed disks (MDisks) specified is greater than one.

* CMMVC5830E The image-mode virtual disk (VDisk) was not created because no
managed disk (MDisk) was specified in the command.

* CMMVC5831E The virtual disk (VDisk) was not created because the preferred
node for I/O operations is not part of the I/O group.

e CMMVCS5S857E The action failed because the managed disk (MDisk) does not
exist or it is not a member of the managed disk (MDisk) group.

* CMMVC5858E The action failed because the virtual disk (VDisk) is in the wrong
mode, the managed disk (MDisk) is in the wrong mode, or both are in the
wrong mode.

¢ CMMVC5860E The action failed because there were not enough extents in the
managed disk (MDisk) group.

Note: This error is also returned if a stripe set of MDisks has been specified and
one or more of these MDisks does not contain enough free extents to
complete the creation of the VDisk. In this case, the MDisk group will be
reporting that it has enough free capacity to create the VDisk. You can
check the free capacity on each MDisk by issuing the svcinfo
Isfreeextents <mdiskname/ID> command. Alternatively, do not specify a
stripe set and let the system choose the free extents automatically.

* CMMVC5861E The action failed because there were not enough extents on the
managed disk (MDisk).

Examples

An invocation example
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svctask mkvdisk -mdiskgrp Group0® -size 0
-iogrp 0 -vtype striped -mdisk mdiskl -node 1

The resulting output
Virtual Disk, id [1], successfully created

Examples

An invocation example for creating an image mode VDisk

svctask mkvdisk -mdiskgrp GroupO
-iogrp 0 -vtype image -mdisk mdisk2 -node 1

The resulting output
Virtual Disk, id [2], successfully created

Related topics
* [“chvdisk” on page 78|
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mkvdiskhostmap

You can use the mkvdiskhostmap command to create a new mapping between a
virtual disk and a host. That is, the virtual disk is made accessible for I/O
operations to the specified host.

Syntax

v

»»— svctask — — mkvdiskhostmap — — -host host_id _|
host_name

| 2

—[ vdisk_name <
l— -scsi — scsi_num_arg —| l— -force —| vdisk_id J

Parameters

-host host_id | host_name
Specifies the host to map the virtual disk to, either by ID or by name.

-scsi scsi_num_arg
Optionally specifies the SCSI LUN ID to assign to this virtual disk on the given
host. The scsi_num argument contains the SCSI LUN ID that will be assigned
to the VDisk on the given host. You need to check your host system for the
next available SCSI LUN ID on the given HBA. This is an optional flag, if it is
not supplied, the next available SCSI LUN ID will be provided to the host.

-force
Optionally specifies the force flag to force the creation.

vdisk_name | vdisk_id
Specifies the name of the virtual disk to map, either by ID or by name.

Description

This command creates a new mapping between the virtual disk and the specified
host. The virtual disk is presented to the host as if the disk is directly attached to
the host. It is only after this command is executed that the host can perform 1/0
transactions to the virtual disk.

Optionally, you can assign a SCSI LUN ID to the mapping. When the HBA in the
host scans for devices attached to it, it discovers all virtual disks that are mapped
to its fibre-channel ports. When the devices are found, each one is allocated an
identifier (SCSI LUN ID). For example, the first disk found is usually SCSI LUN 1,
and so on. You can control the order in which the HBA discovers virtual disks by
assigning the SCSI LUN ID as required. If you do not specify a SCSI LUN ID, the
cluster automatically assigns the next available SCSI LUN ID, given any mappings
that already exist with that host.

Some HBA device drivers will stop when they find a gap in the SCSI LUN IDs.
For example:

* Virtual Disk 1 is mapped to Host 1 with SCSI LUN ID 1
* Virtual Disk 2 is mapped to Host 1 with SCSI LUN ID 2
e Virtual Disk 3 is mapped to Host 1 with SCSI LUN ID 4
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When the device driver scans the HBA, it must stop after discovering virtual disks
1 and 2, because there is no SCSI LUN mapped with ID 3. You should, therefore,
ensure that the SCSI LUN ID allocation is contiguous.

You can create multiple Vdisk assignments. Normally, multiple vdisk to host
assignments should not be used, as corruption is likely to occur if more than one
host can access a disk. However, in certain multiple path environments, such as
that found in IBM’s SAN File System (SFS), a vdisk must be mapped to more than
one host. To do this you must use the command line interface and use the -force
flag. For example:

svctask mkvdiskhostmap -host -host1 force 4 or,
svctask mkvdiskhostmap -host host2 -force 4

The above will create two host to vdisk mappings for vdisk 4, that map to host1l
and host2. Note that omitting the -force flag will cause the mapping to fail if that
vdisk is already mapped to a host.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5842E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5843E The virtual disk (VDisk)-to-host mapping was not created
because the VDisk does not have a capacity greater than zero bytes.

* CMMVC5844E The virtual disk (VDisk)-to-host mapping was not created
because the SCSI logical unit number (LUN) ID is not valid.

¢ CMMVC5862E The action failed because the virtual disk (VDisk) is being
formatted.

* CMMVC5874E The action failed because the host does not exist.
* CMMVC5875E The action failed because the virtual disk (VDisk) does not exist.

¢ CMMVC5876E The virtual disk (VDisk)-to-host mapping was not created
because the maximum number of mappings has been reached.

* CMMVC5877E The virtual disk (VDisk)-to-host mapping was not created
because the maximum number of SCSI LUNs has been allocated.

* CMMVC5878E The virtual disk (VDisk)-to-host mapping was not created
because this VDisk is already mapped to this host.

¢ CMMVC5879E The virtual disk (VDisk)-to-host mapping was not created
because this VDisk is already mapped to this host with this SCSI LUN.

¢ CMMVCS5880E The virtual disk (VDisk)-to-host mapping was not created
because the VDisk has a capacity of zero bytes.

¢ CMMVC6071E This action will result in the creation of multiple mappings. Use
the -force flag if you are sure that this is what you wish to do.

Examples

An invocation example

svctask mkvdiskhostmap -host hostl -scsi 1 5

The resulting output

Virtual Disk to Host map, id [1], successfully created
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rmvdisk

You can use the rmvdisk command to delete a virtual disk. The command might
fail if there are mappings between the virtual disk and hosts and you do not
specify the force flag.

Syntax

»»— svctask — — rmvdisk — —[ vdisk id
l— -force —| vdisk:name —|

v
A

Parameters

-force

Optionally forces the deletion. This argument deletes any host-to-VDisk
mappings and any FlashCopy mappings that exist for this VDisk.

vdisk_id | vdisk_name

Specifies the name of the virtual disk to delete, either by ID or by name.

Description

This command deletes an existing virtual disk. The extents that made up this
virtual disk are returned to the pool of free extents available on the managed disk

group.

Attention: Any data that was on the virtual disk is lost. Care should be taken
when executing this command to ensure that the virtual disk (and any data that
resides on it) is no longer required.

If any mappings still exist between this virtual disk and hosts, the deletion will fail
unless the force flag is specified. When the force flag is specified, any mappings
that remain are deleted and then the virtual disk is deleted.

Possible failures

CMMVC5786E The action failed because the cluster is not in a stable state.
CMMVCS5807E The action failed because the managed disk (MDisk) cannot be
changed to the specified mode.

CMMVC5840E The virtual disk (VDisk) was not deleted because it is mapped to
a host or because it is part of a FlashCopy or Remote Copy mapping.
CMMVC5B841E The virtual disk (VDisk) was not deleted because it does not
exist.

CMMVC5848E The action failed because the virtual disk (VDisk) does not exist
or it is being deleted.

CMMVCS5858E The action failed because the virtual disk (VDisk) is in the wrong
mode, the managed disk (MDisk) is in the wrong mode, or both are in the
wrong mode.

CMMVC5862E The action failed because the virtual disk (VDisk) is being
formatted.

Examples

An invocation example

svctask rmvdisk -force vdisk5

90 Command-Line Interface User’s Guide



The resulting output
No feedback
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rmvdiskhostmap

You can use the rmvdiskhostmap command to delete an existing virtual
disk-to-host mapping. That is, the virtual disk will no longer be accessible for I/O
transaction on the given host.

Syntax
»»— svctask — — rmvdiskhostmap — — -host host_id _| >
host_name
> vdisk_id ><
—[ vdisk_name —|
Parameters

-host host_id | host_name
Specifies the host to remove from the map with the virtual disk, either by ID
or by name.

vdisk_id | vdisk_name
Specifies the name of the virtual disk from the map, either by ID or by name.

Description

This command deletes an existing mapping between the given virtual disk and the
host. This effectively stops the virtual disk from being available for I/O
transactions on the given host.

Care should be taken when executing this command because to the host it seems
as if the virtual disk has been deleted or is offline.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5842E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5874E The action failed because the host does not exist.
* CMMVC5875E The action failed because the virtual disk (VDisk) does not exist.

Examples
An invocation example
svctask rmvdiskhostmap -host hostl vdisk8

The resulting output
No feedback
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shrinkvdisksize

You can use the shrinkvdisksize command to shrink a VDisk by a given capacity.

Syntax
»»— svctask — — shrinkvdisksize — — -size — disk_size — >
>—|: vdisk_name ><
vdisk_id
Parameters

-size disk_size
The command line will reduce the size by the specified amount.

vdisk_name | vdisk_id
Specifies the virtual disk name to modify, either by ID or by name.

Description

This command reduces the capacity allocated to the particular virtual disk by the
given amount. The default capacity is in MB.

VDisks can be reduced in size should it be required. However, if the VDisk
contains data that is being used, under no circumstances should you attempt to
shrink a VDisk without first backing up your data. The SAN Volume Controller
arbitrarily reduces the capacity of the VDisk by removing a partial, one or more
extents from those allocated to the VDisk. You cannot control which extents are
removed and so you cannot guarantee that it is unused space that is removed.

Attention: This feature should only be used to make a target or auxiliary VDisk
the same size as the source or master VDisk when creating FlashCopy mappings or
Remote Copy relationships. You should also ensure that the target VDisk is not
mapped to any hosts prior to performing this operation.

Attention: If the virtual disk contains data, you should not shrink the disk.

Note: Some operating systems or file systems use what they consider to be the
outer edge of the disk for performance reasons. This command is provided
to shrink FlashCopy target virtual disks to the same capacity as the source.

Validate that the VDisk is not mapped to any host objects. If the VDisk is mapped,
data is displayed. You can determine the exact capacity of the source or master
VDisk by issuing the svcinfo Isvdisk -bytes <vdiskname> command. Shrink the
VDisk by the required amount by issuing the svctask shrinkvdisksize -size
<capacitytoshrinkby> -unit <unitsforreduction> <vdiskname/ID> command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC5836E The virtual disk (VDisk) was not shrunk because it is locked.

* CMMVC5837E The action failed because the virtual disk (VDisk) is part of a
FlashCopy mapping.

* CMMVC5838E The action failed because the virtual disk (VDisk) is part of a
Remote Copy mapping.
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¢ CMMVC5839E The virtual disk (VDisk) was not shrunk because an entity that
was specified in the command does not exist.

* CMMVC5848E The action failed because the virtual disk (VDisk) does not exist
or it is being deleted.

* CMMVC5862E The action failed because the virtual disk (VDisk) is being
formatted.

* CMMVC6010E Unable to complete the command as there are insufficient free
extents.

Examples

An invocation example
svctask shrinkvdisksize -size 2048 -unit b vdiskl

The resulting output
No feedback
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Chapter 9. Managed disk group commands

The following commands enable you to work with managed disk group options
with the SAN Volume Controller.

+ [“addmdisk” on page 96|

* |“chmdiskgrp” on page 98|

* ["mkmdiskgrp” on page 99

* |“rmmdisk” on page 101

* [“rmmdiskgrp” on page 103]

© Copyright IBM Corp. 2003, 2004
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addmdisk

You can use the addmdisk command to add one or more managed disks to an
existing managed disk group.

Syntax
»»— svctask — — addmdisk — — -mdisk —[ mdisk_id_Tist >
mdisk_name_list —|
>—|: mdisk_group_id ] ><
mdisk_group_name
Parameters

-mdisk mdisk_id_list | mdisk_name_list
Specifies one or more managed disk IDs or names to add to the group.

mdisk_group_id | mdisk_group_name
Specifies the ID or name of the managed disk group to add the disks to.

Description

This command adds the managed disks that you specify to the group. The disks
can be specified in terms of managed disk ID or managed disk name.

The managed disks must be in unmanaged mode. Disks that already belong to a
group cannot be added to another group until they have been deleted from their
current group. You can delete a managed disk from a group under the following
circumstances:

* If the managed disk does not contain any extents in use by a virtual disk
* If you can first migrate the extents in use onto other free extents within the
group.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5819E The managed disk (MDisk) was not added to the MDisk group
because the MDisk is part of another MDisk group.

* CMMVC5820E The managed disk (MDisk) was not added to the MDisk group
because an entity that was specified in the command does not exist.

* CMMVC5821E The managed disk (MDisk) was not added to the MDisk group
because not enough MDisks were included in the list.

* CMMVC5822E The managed disk (MDisk) was not added to the MDisk group
because too many MDisks were included in the list.

* CMMVC5807E The action failed because the managed disk (MDisk) cannot be
changed to the specified mode.

¢ CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

Examples
An invocation example
svctask addmdisk -mdisk mdiskl3:mdiskl4 GroupO
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The resulting output
No feedback
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chmdiskgrp

You can use the chmdiskgrp command to modify the name, or label, assigned to a
managed disk group.

Syntax
»»— svctask — — chmdiskgrp — — -name — new_name_arg — >
>—|: mdisk_group_id _| >
mdisk_group_name
Parameters

-name rnew_name_arg
Specifies the new name of the managed disk group.

mdisk_group_id | mdisk_group_name
Specifies the ID or name of the managed disk group to modify.

Description

This command modifies the name, or label, assigned to a given managed disk
group. Subsequently, you can use the new name to refer to the managed disk

group.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5816E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5817E The managed disk (MDisk) group was not renamed because the
name was not valid.

Examples

An invocation example
svctask chmdiskgrp -name testmdiskgrp GroupO

The resulting output
No feedback
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mkmdiskgrp

You can use the mkmdiskgrp command to create a new managed disk group.
Managed disk groups are collections of managed disks. Each group is divided into
chunks, called extents. These extents are then used to create virtual disks.

Syntax

v

»»— svctask — — mkmdiskgrp —

L -name — new_name_arg l

».

> |_ — -ext — extent_size <
-mdisk —[ mdisk_id_Tist jJ
mdisk_name_list

Parameters

-name new_name_arg
Optionally specifies a name to assign to the new group.

-mdisk mdisk_id_list | mdisk_name_list
Optionally specifies the name of the managed disk IDs or names to add to the
group. You can create an empty MDisk group by not specifying the -mdisk
flag.

-ext extent_size
Specifies the size of the extents for this group in MB. The -ext argument can
have values of: 16, 32, 64, 128, 256, or 512 (MB).

Description

This command creates a new group, assigning the name (if given). The ID of the
new group is returned if the command is successful.

Optionally, you can specify a list of managed disks that will be added to this
group. These managed disks cannot belong to another group, and they must have
a mode of unmanaged. Use the svcinfo Ismdiskcandidate command to get a list of
suitable candidates.

Each managed disk that is a member of this group will be split into extents. The
storage available on these disks will be added to a pool of extents available in this
group. When a virtual disk is created from this group, free extents from the pool
will be used, in accordance with the policy chosen when creating the virtual disk.

All managed disks subsequently added to this group will be split into extents of
the same size as assigned to the group.

When choosing an extent size, take into account the amount of storage you want
to virtualize in this group. The system maintains a mapping of extents between
virtual disks and managed disks. The SAN Volume Controller can only manage a
finite number of extents (4 194 304). One cluster can virtualize the following
number of extents:

* 64 TB If all managed disk groups have extent sizes of 16 MB.
¢ 2 PB If all managed disk groups have extent sizes of 512 MB.
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Note: When an image mode VDisk is created, the MDisk group will increase in
capacity by the size of the image mode VDisk (not the MDisk capacity) as
the image mode VDisk may be smaller than the MDisk itself. If an extent is
migrated from the image mode VDisk or MDisk to elsewhere in the group
then the VDisk becomes a striped VDisk (for example, no longer image
mode) and at this point the available capacity may increase, as the extra
capacity available on the MDisk (for example, that which was not part of
the image mode VDisk) becomes available.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5815E The managed disk (MDisk) group was not created because an
entity that was specified in the command does not exist.

* CMMVC5807E The action failed because the managed disk (MDisk) cannot be
changed to the specified mode.

¢ CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

* CMMVC5858E The action failed because the virtual disk (VDisk) is in the wrong
mode, the managed disk (MDisk) is in the wrong mode, or both are in the
wrong mode.

Examples

An invocation example
svctask mkmdiskgrp -mdisk mdiskl3 -ext 512

The resulting output
MDisk Group, id [1], successfully created
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rmmdisk

You can use the rmmdisk command to delete a managed disk from a managed
disk group. There are some constraints on this command.

Syntax
»»— svctask — — rmmdisk — — -mdisk —[ mdisk_id_Tist >
mdisk_name_Tist —|
> —[ mdisk_group_id >
|— -force J mdisk_group_name J
Parameters

-mdisk mdisk_id_list | mdisk_name_list
Specifies one or more managed disk IDs or names to delete from the group.

-force
Optionally specifies the force flag. If you do not supply the -force flag and
virtual disks exist that are made from extents on one or more of the managed
disks specified, the command will fail. If you do supply the force flag, and
virtual disks exist that are made from extents on one or more of the managed
disks specified, any data on the disks will be migrated to other disks in the
group if there are enough free extents in the group. This operation might take
some time.

mdisk_group_id | mdisk_group_name
Specifies the ID or name of the managed disk group to delete the disk, or
disks, from.

Description
This command attempts to remove the managed disk or disks from the group.

Deleting a managed disk from a group can only be done if the managed disk does
not contain any extents in use by a virtual disk. If there are extents in use and you
do not supply the force flag, the command will fail.

Attention: If this disk being removed has already been powered down, removed,
or is suffering a power outage, the migrate will be pending and will not complete
until the MDisk comes back online. This also means that the MDisk will not be
removed from the list of MDisks contained in the group.

If the disk has been deliberately removed, the only method of removing the MDisk
is to remove the entire group itself.

You should ensure that you do not destroy any controller LUNs until you have
deleted them from the MDisk group they belong to.

The rmmdisk command will fail if there are insufficient free extents on other disks

in the mdisk group for the duration of the command. To avoid this problem, do
not issue new commands that use extents until rmmdisk is completed.
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If you do specify the force flag, an attempt will be made to migrate the extents that
are in use onto other free extents within the group. If there are not enough free
extents in the group, the command will fail even if the force flag is specified.

If you still want to delete the disks from the group, you have the following
options:
1. Delete the virtual disk that is using the extents specified on the managed disk.

2. Add more managed disks to the group, rerun the command and specify the
-force flag.

When data is being migrated off the managed disk, it might take some time for the
command to be completed. The command itself will return with a success code,
notifying you that migration is in progress. An event will be logged when the
migration is complete and the disk will be deleted from the group at this time. You
can also check the progress of any active migrations by running the svcinfo
Ismigrate command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5823E The managed disk (MDisk) was not deleted from the MDisk
group because the MDisk is part of another MDisk group.

* CMMVC5824E The managed disk (MDisk) was not deleted from the MDisk
group because it does not belong to the MDisk group.

e CMMVC5825E The managed disk (MDisk) was not deleted from the MDisk
group because a virtual disk (VDisk) is allocated from one or more of the
specified MDisks. A forced deletion is required.

* CMMVC5807E The action failed because the managed disk (MDisk) cannot be
changed to the specified mode.

* CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

* CMMVC6006E The managed disk (MDisk) was not deleted because the resource
was busy.

* CMMVC6015E A delete request is already in progress.

Examples

An invocation example
svctask rmmdisk -mdisk mdisk12 -force Group3

The resulting output
No feedback
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rmmdiskgrp

You can use the rmmdiskgrp command to delete a managed disk group. Care
should be taken when using this command.

Syntax

»— svctask — — rmmdiskgrp — —[ mdisk_group_id —_|-—><
I— -force —| mdisk_group_name

Parameters

-force
Optionally specifies the force flag to force the deletion. If the -force flag is
specified, all virtual disks and virtual disk-to-host mappings are deleted. All
managed disks in the group are removed and the group itself is deleted.

mdisk_group_id | mdisk_group_name
Specifies the ID or name of the managed disk group to delete.

Description

This command destroys the specified managed disk group. The force flag is
required if there are virtual disks created from this group or if there are managed
disks in the group. Otherwise, the command will fail.

Deleting a managed disk group is essentially like destroying a cluster or part of a
cluster. The managed disk group is the central point of control of virtualization.
Virtual disks are created using extents available in the group, and the mapping
between virtual disk extents and managed disk extents is controlled on a group
basis. Therefore, deleting a group deletes this mapping, which cannot be
subsequently restored.

Attention: This command partially completes asynchronously. All virtual disks,
host mappings, and copy services are deleted before the command returns. The
managed disk group delete then completes asynchronously.

Attention: Before you issue the command, ensure that you really want to destroy
all mapping information. Data held on virtual disks cannot be recovered after the
managed disk group has been destroyed.

In detail, if you specify the force flag, the following actions take place:

1. If there are virtual disks still using extents in this group, any mappings
between that disk and any host objects are deleted.

2. If there are managed disks in the group, all disks are deleted from the group.
They are returned to the unmanaged state.

3. The group is deleted.

Attention: If you delete all the managed disk groups in your cluster using the
force flag, you will be returned to the state you were in just after you added nodes
to the cluster. All data held on virtual disks will be lost and unrecoverable.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.
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* CMMVC5816E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5818E The managed disk (MDisk) group was not deleted because there
is at least one MDisk in the group.

Examples

An invocation example

svctask rmmdiskgrp -force Group3

The resulting output
No feedback
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Chapter 10. Managed disk commands

When the cluster detects MDisks, it will automatically add the MDisk to the

clusters list of known MDisks. If you subsequently delete the RAID that

corresponds to this MDisk, the cluster will only delete this MDisk from the list if

the objects are:

¢ the MDisk has a mode of unmanaged, that is, it does not belong to a MDisk
group

* and the MDisk is offline.

The following commands enable you to work with managed disk options with the
SAN Volume Controller.

* [“chmdisk” on page 106|

* |“includemdisk” on page 107

* [“setquorum” on page 108|
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chmdisk

You can use the chmdisk command to modify the name of a managed disk.

Syntax

»»— svctask — — chmdisk — — -name — new_name_arg — —[ mdisk_id —_I-—N
mdisk_name

Parameters

-name new_name_arg
Specifies the new name to be applied to the managed disk.

mdisk_id_list | mdisk name_list
Specifies the ID or name of the managed disk to modify.

Description

This command modifies the name, or label, assigned to a given managed disk. You
can subsequently use the new name to refer to the managed disk.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5806E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

Examples

An invocation example
svctask chmdisk -name testmdisk mdisk0

The resulting output
No feedback
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includemdisk

You can use the includemdisk command to include a disk that has been excluded
by the cluster.

Syntax
»— svctask — — includemdisk — mdisk_id >
—[ mdisk_name —|
Parameters

mdisk_id | mdisk_name
Specifies the ID or name of the managed disk to add back into the cluster.

Description
The managed disk specified is included in the cluster.

A disk might be excluded from the cluster because of multiple I/O failures. These
failures might be caused by noisy links. Once a fabric-related problem has been
fixed, the excluded disk can be added back into the cluster.

Executing this command against a disk that has not been excluded will have no
noticeable effect.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5806E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5808E The action failed because the managed disk (MDisk) does not
exist.

Examples

An invocation example
svctask includemdisk mdiskb

The resulting output
No feedback
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setquorum

You can use the setquorum command to change the managed disks that are
assigned as quorum disks.

Syntax
»»— svctask — — setquorum — — -quorum 0 —[ mdisk_id —_|-—><
E 1 } mdisk_name
2

Parameters

-quorum 0 | 112
Specifies the quorum index.

mdisk_id | mdisk_name
Specifies the ID or name of the managed disk to assign as a quorum disk.

Description

This command sets the managed disk specified to the quorum index specified.

Quorum disks are used when the cluster loses half of the nodes that make up the
cluster. The half of the cluster that contains the majority of the quorum disks
continues to process the I/O transactions. The other half stops processing the 1/0
transactions. By establishing quorum disks, you can ensure that both halves of the
cluster do not continue to operate.

The managed disk that is currently assigned the quorum index number is set to a
non-quorum disk.

The cluster will automatically assign quorum indexes. You can use this command
if you want to ensure a particular set of managed disks continue to be accessible if
a cluster is split.

Attention: It is recommended that you set quorum disks on multiple controllers
to avoid the possibility of losing all of the quorum disks with a single failure.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5806E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5810E The quorum index number for the managed disk (MDisk) was
not set because the MDisk is offline.

¢ CMMVCS5811E The quorum index number for the managed disk (MDisk) was
not set because the quorum disk does not exist.

¢ CMMVC5812E The quorum index number for the managed disk (MDisk) was
not set because the MDisk is in the wrong mode.

* CMMVC5814E The quorum index number for the managed disk (MDisk) was
not set because the unique identifier (UID) type is not valid.
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Examples
An invocation example

svctask setquorum -quorum 2 mdisk7

The resulting output
No feedback
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Chapter 11. FlashCopy commands

The following commands enable you to work with FlashCopy methods and
functions with the SAN Volume Controller.

+ [“chfcconsistgrp” on page 112|

¢ |“chfcmap” on page 113

» [“mkfcconsistgrp” on page 115

* |“mkfcmap” on page 116

« |“prestartfcconsistgrp” on page 118|

* |‘prestartfcmap” on page 120

* [“rmfcconsistgrp” on page 122-|

* [“rmfcmap” on page 123

« |“startfcconsisterp” on page 125|

* [“startfcmap” on page 127

« |“stopfcconsistgrp” on page 129

* |“stopfcmap” on page 130
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chfcconsistgrp

You can use the chfcconsistgrp command to modify the name of an existing
consistency group.

Syntax
»»— svctask — — chfcconsistgrp — — -name — new_name_arg — >
>—|: fc_consist_group_id _| ><
fc_consist_group_name
Parameters

-name rnew_name_arg
Specifies the new name to assign to the consistency group.

fc_consist_group_id | fc_consist_group_name
Specifies the ID or existing name of the consistency group to modify.

Description

This command changes the name of the consistency group specified.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5891E The name of the FlashCopy consistency group was not modified
because the name is not valid.

¢ CMMVC5893E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svctask chfcconsistgrp -name testgrpl fcconsistgrpl

The resulting output
No feedback
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chfcmap

You can use the chfcmap command to modify certain attributes of an existing

mapping.
Syntax
»»— svctask — — chfcmap — >

L -name — new_name_arg —|

|— -consistgrp —[ consist_group_id j—‘ |— -copy_rate J
consist_group_name

> —[ fc_map_id <
l— -force —l fc_map_name —|

Parameters

-name new_name_arg
Optionally specifies a new name to assign to the mapping. The -name
argument is mutually exclusive with the other flags.

-consistgrp consist_group_id | consist_group_name
Optionally specifies the consistency group for which you want to modify the
mapping.
The -consistgrp and -copyrate arguments are not mutually exclusive with each
other: that is, you can specify both arguments in one command-line invocation.
The consistency group cannot be modified while a copy is active or while the
target consistency group is active. This parameter is mutually exclusive with
the -name and -force parameters.

-copy_rate
Optionally specifies the priority of the background copy rate. The -consistgrp
and -copyrate arguments are not mutually exclusive with each other: that is,
you can specify both arguments in one command-line invocation. This
parameter is mutually exclusive with the -name and -force parameters.

-force
If no consistency group ID is specified and the optional force flag is used, the
mapping will be modified to a standalone mapping (equivalent to creating the
mapping without a consistency group ID). This parameter is mutually
exclusive with all other parameters.

fc_map_id | fc_map_name
Specifies the ID or name of the mapping to modify.

Description

This command modifies the specified attributes of an existing mapping. When
modifying the name of a mapping, you cannot modify any of the other attributes
at the same time. You can only modify the consistency group that the mapping
belongs to if the mapping is inactive. A mapping is inactive if it has not been
triggered or if it has been triggered, but the copy has run to completion.

If you have created several FlashCopy mappings for a group of VDisks that
contain elements of data for the same application, you may find it convenient to

Chapter 11. FlashCopy commands 113



assign these mappings to a single FlashCopy Consistency Group. Then you can
issue a single prepare or trigger command for the whole group, so that, for
example, all the files for a particular database are copied at the same time.

Possible failures

CMMVC5753E The object specified does not exist
CMMVC5786E The action failed because the cluster is not in a stable state.

CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

CMMVC5913E The properties of the FlashCopy mapping were not modified
because the mapping or consistency group is in the preparing state.
CMMVC5914E The properties of the FlashCopy mapping were not modified
because the mapping or consistency group is in the prepared state.

CMMVC5915E The properties of the FlashCopy mapping were not modified
because the mapping or consistency group is in the copying state.

CMMVC5916E The properties of the FlashCopy mapping were not modified
because the mapping or consistency group is in the suspended state.

CMMVC5921E The properties of the FlashCopy mapping were not modified
because the consistency group is not idle.

Examples

An invocation example

svctask chfcmap -name testmap 1

The resulting output
No feedback
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mkfcconsistgrp

You can use the mkfcconsistgrp command to create a new FlashCopy consistency
group.

Syntax

»»— svctask — — mkfcconsistgrp — |_ _| ><
-name — consist_group_name

Parameters

-name consist_group_name
Specifies a name for the consistency group. If you do not specify a consistency
group name, a name is automatically assigned to the consistency group. For
example, if the next available consistency group ID is id=2, the consistency
group name is fcestgrp2.

Description

This command creates a new consistency group. The ID of the new group is
returned.

If you have created several FlashCopy mappings for a group of VDisks that
contain elements of data for the same application, you may find it convenient to
assign these mappings to a single FlashCopy Consistency Group. Then you can
issue a single prepare or trigger command for the whole group, so that, for
example, all the files for a particular database are copied at the same time.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5891E The FlashCopy consistency group was not created because the
name is not valid.

* CMMVC5892E The FlashCopy consistency group was not created because it
already exists.

Examples

An invocation example
svctask mkfcconsistgrp

The resulting output
Flash Copy Consistency Group, id [1], successfully created
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mkfcmap

You can use the mkfcmap command to create a new FlashCopy mapping, which
maps a source virtual disk to a target virtual disk ready for subsequent copying.

Syntax
»»— svctask — — mkfcmap — — -source —E src_vdisk_id >
src_vdisk_name —|
»— -target —[ target_vdisk_id ] C ] >
target_vdisk_name -name — new_name_arg
I— -consistgrp —[ consist_group_id jJ I— -copy_rate —|
consist_group_name
Parameters

-source src_vdisk_id | src_vdisk_name
Specifies the ID or name of the source virtual disk.

-target farget_vdisk_id | target_vdisk_name
Specifies the ID or name of the destination virtual disk.

-name new_name_arg
Optionally specifies a name to assign to the new mapping.

-consistgrp consist_group_id | consist_group_name
Optionally specifies a consistency group to add the new mapping to. If you do
not specify a consistency group, the mapping is assigned to the default
Consistency Group 0.

-copy_rate
Optionally specifies the priority of the background copy rate. The -copy_rate
flag specifies the background copy rate. If 0 is displayed, it means that it is in
idle state.

Description

This command creates a new FlashCopy mapping logical object. This mapping
persists until it is deleted. The mapping specifies the source and destination virtual
disks. The destination must be identical in size to the source, or the mapping will
fail. Issue the svcinfo Isvdisk -bytes command to find the exact size of the source
Vdisk that you want to create a target disk of the same size. The source and
destination cannot be in an existing mapping. That is, a virtual disk can be either a
source or a destination disk in only one mapping. A mapping is triggered at the
point in time when the copy is required.

The mapping can optionally be given a name and assigned to a consistency group.
These are groups of mappings that can be triggered at the same time. This enables
multiple virtual disks to be copied at the same time, which creates a consistent
copy of multiple disks. This is required by some database products in which the
database and log files reside on different disks.

If no consistency group is defined, the mapping is assigned into the default group
0. This is a special group that cannot be started as a whole. Mappings in this
group can only be started on an individual basis.
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The background copy rate specifies the priority that should be given to completing
the copy. If 0 is specified, the copy will not proceed in the background. The default
is 50.

Possible failures

Note: If you receive an error for this command that indicates that the licensed
virtualization capacity has been exceeded, then the command was still
effective. However, the return code will indicate the license violation.

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5881E The FlashCopy mapping was not created because an entity that
was specified in the command does not exist.

* CMMVC5882E The FlashCopy mapping was not created because a mapping for
the source or target virtual disk (VDisk) already exists.

¢ CMMVC5883E The FlashCopy mapping was not created because the recovery
I/0 group is associated with the source or target virtual disk (VDisk).

¢ CMMVC5884E The FlashCopy mapping was not created because the source or
target virtual disk (VDisk) cannot be a member of a Remote Copy mapping.

* CMMVC5885E The FlashCopy mapping was not created because this source or
target virtual disk (VDisk) cannot be a member of a FlashCopy mapping.

* CMMVC5886E The FlashCopy mapping was not created because the source or
target virtual disk (VDisk) is associated with the recovery I/O group.

¢ CMMVC5887E The FlashCopy mapping was not created because the source or
target virtual disk (VDisk) must not be in router mode.

¢ CMMVC5922E The FlashCopy mapping was not created because the destination
virtual disk (VDisk) is too small.

* CMMVC5923E The FlashCopy mapping was not created because the I/O group
is offline.

* CMMVC5924E The FlashCopy mapping was not created because the source and
target virtual disks (VDisks) are different sizes.

¢ CMMVC5917E The FlashCopy mapping was not created because there is no
memory to create the bitmap.

* CMMVC5920E The FlashCopy mapping was not created because the consistency
group is not idle.

Examples

An invocation example

svctask mkfcmap -source 0 -target 2 -name mapone

The resulting output
FlashCopy mapping, id [1], successfully created
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prestartfcconsistgrp

You can use the prestartfcconsistgrp command to prepare a FlashCopy consistency
group to start. This command flushes the cache of any data destined for the source
virtual disk and forces the cache into the write-through mode until the mapping is

started.
Syntax
»— svctask — — prestartfcconsistgrp — —[ fc_consist_group_id _| ><
fc_consist_group_name
Parameters

fc_consist_group_id | fc_consist_group_name
Specifies the name or ID of the consistency group to prepare. Preparing
Consistency Group 0 is invalid. If the mapping belongs to Consistency Group
0, you must specify the map_id | name argument.

Description

This command prepares a group of mappings (on a consistency group) for
subsequent triggering. The preparation step ensures that any data that resides in
the cache for the source virtual disk is first flushed to disk. This step ensures that
the copy that is made is consistent with what the operating system thinks is on the
disk.

Issue the svctask prestartfcconsistgrp command to prepare the FlashCopy
Consistency Group before the copy process can be started (triggered). When you
have assigned several mappings to a FlashCopy Consistency Group, you only have
to issue a single prepare command for the whole group, to prepare all the
mappings at once.

The group enters the preparing state. After the preparation is complete, they
change to the prepared state. At this point, the group is ready for triggering.

Preparing and the subsequent triggering is usually performed on a consistency
group basis. Only mappings belonging to Consistency Group 0 can be prepared on
their own. A FlashCopy must be prepared before it can be triggered.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5890E The FlashCopy mapping was not prepared because preparing
consistency group 0 is not a valid operation.

* CMMVC5901E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the preparing state.

¢ CMMVC5902E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the prepared state.

* CMMVC5903E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the copying state.
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¢ CMMVC5904E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the suspended state.

¢ CMMVC5918E The FlashCopy mapping was not prepared because the 1/O
group is offline.

* CMMVC6031E The operation was not performed because the FlashCopy
consistency group is empty.

Examples

An invocation example
svctask prestartfcconsistgrp 1

The resulting output
No feedback
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prestartfcmap

You can use the prestartfcmap command to prepare a FlashCopy mapping to start.
This command flushes the cache of any data destined for the source virtual disk
and force the cache into write-through mode until the mapping is started.

Syntax
»»— svctask — — prestartfcmap — fc_map_id ><
—[ fc_map_name —|
Parameters

fc_map_id | fc_map_name

Specifies the name or ID of the mapping to prepare.

Description

This command prepares a single mapping for subsequent triggering. The
preparation step ensures that any data that resides in the cache for the source
virtual disk is first flushed to disk. This step ensures that the copy that is made is
consistent with what the operating system thinks is on the disk.

The mapping enters the preparing state. After the preparation is complete, it
changes to the prepared state. At this point, the mapping is ready for triggering.

Preparing and the subsequent triggering is usually performed on a consistency
group basis. Only mappings belonging to Consistency Group 0 can be prepared on
their own. A FlashCopy must be prepared before it can be triggered.

Possible failures

CMMVC5786E The action failed because the cluster is not in a stable state.

CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

CMMVC5890E The FlashCopy mapping was not prepared because preparing
consistency group 0 is not a valid operation.

CMMVC5901E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the preparing state.

CMMVC5902E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the prepared state.

CMMVC5903E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the copying state.

CMMVC5904E The FlashCopy mapping was not prepared because the mapping
or consistency group is already in the suspended state.

CMMVC5918E The FlashCopy mapping was not prepared because the I/O
group is offline.

Examples

An invocation example

svctask prestartfcmap 1

The resulting output
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No feedback
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rmfcconsistgrp

You can use the rmfcconsistgrp command to delete a FlashCopy consistency

group.
Syntax
»»— svctask — — rmfcconsistgrp — >
l— -force —|
>—|: fc_consist_group_id ] ><

fc_consist_group_name

Parameters

-force
Optionally specifies the force flag. If the group still contains mappings, you
must specify the force flag to move all the mappings into Consistency Group 0.

fc_consist_group_id | fc_consist_group_name
Specifies the ID or name of the consistency group to delete.

Description

This command deletes the consistency group specified. If there are mappings that
are members of the group, the command will fail unless you specify the force flag.
If you specify the force flag, all the mappings will first be assigned to the default
Consistency Group 0.

If you want to delete all the mappings in the consistency group as well, you must
first delete them using the svctask rmfecmap command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5893E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5894E The FlashCopy consistency group was not deleted because you
are trying to delete consistency group 0 or the name of the consistency group is
not valid.

¢ CMMVC5895E The FlashCopy consistency group was not deleted because it
contains mappings. To delete this consistency group, a forced deletion is
required.

Examples
An invocation example
svctask rmfcconsistgrp fcconsistgrpl

The resulting output
No feedback
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rmfcmap

You can use the rmfcmap command to delete an existing mapping.

Syntax

»— svctask — — rmfcmap — T fc_map_id <
l— -force —| fc_map_name —|

Parameters

-force

Optionally specifies the force flag.

fc_map_id | fc_map_name

Specifies the ID or name of the mapping to delete. Unless you specify the force
flag, you can only delete a mapping before it is triggered or after it completes.

Description

This command attempts to delete the mapping specified. If the mapping is active,
the command fails unless you specified the force flag.

The -force flag must be used when the FlashCopy status is Stopped.

Deleting a mapping only deletes the logical relationship between the two virtual
disks, it does not effect the virtual disks themselves. However, if you force the
deletion, the data on the destination virtual disk will be inconsistent.

Possible failures

CMMVC5786E The action failed because the cluster is not in a stable state.

CMMVC5889E The FlashCopy mapping was not deleted because an entity that
was specified in the command does not exist.

CMMVC5896E The FlashCopy mapping was not deleted because the mapping
or consistency group is in the preparing state. The mapping or consistency
group must be stopped first.

CMMVC5897E The FlashCopy mapping was not deleted because the mapping
or consistency group is in the prepared state. The mapping or consistency group
must be stopped first.

CMMVC5898E The FlashCopy mapping was not deleted because the mapping
or consistency group is in the copying state. The mapping or consistency group
must be stopped first.

CMMVC5899E The FlashCopy mapping was not deleted because the mapping
or consistency group is in the stopped state. To delete the mapping, a forced
deletion is required.

CMMVC5900E The FlashCopy mapping was not deleted because the mapping
or consistency group is in the suspended state. The mapping or consistency
group must be stopped first.

Examples

An invocation example

svctask rmfcmap testmap
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The resulting output
No feedback
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startfcconsistgrp

You can use the startfcconsistgrp command to start (trigger) a FlashCopy group of
mappings. This command makes a point-in-time copy of the source virtual disk at
the moment the command is executed.

Syntax

v

»»— svctask — — startfcconsistgrp — |_ _|
-prep

>—|: fc_consist_group_id _| ><
fc_consist_group_name

Parameters

“prep
Optionally specifies to prepare the mapping or group prior to triggering the
mapping.

fc_consist_group_id | fc_consist_group_name
Specifies the ID or name of the consistency group to trigger. Triggering
Consistency Group 0 is invalid.

Description

This command triggers a group of mappings (on a consistency group basis).
Triggering means to take a point-in-time copy of the source virtual disks.

The group must first be prepared for triggering. See the svctask
prestartfcconsistgrp command to prepare the triggering. However, you can run
this command with the optional -prep argument, which prepares the group and
triggers the copy as soon as the preparation is complete. This means it is under the
systems control when the trigger happens. That is, the preparation step takes some
time to complete before the copy is made. If you want to control the triggering,
you should use the svctask prestartfcconsistgrp command first.

The consistency group enters the copying state. The way the copy proceeds
depends on the background copy rate attribute of the mapping. If the mapping is
set to 0, only data that is subsequently updated on the source will be copied to the
destination. This operation means that the destination can only be used as a
backup copy while the mapping exist in the copying state. If the copy is stopped,
the destination will not be usable. If you want to end up with a duplicate copy of
the source at the destination, you should set the background copy rate greater than
0. This means that the system copies all the data (even unchanged data) to the
destination and eventually reaches the idle or copied state. After this data is
copied, you can delete the mapping and have a usable point-in-time copy of the
source at the destination.

Triggering is usually performed on a consistency group basis. Only mappings
belonging to Consistency Group 0 can be triggered on their own.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
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* CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5890E The FlashCopy mapping or consistency group was not started
because starting consistency group 0 is not a valid operation.

* CMMVC5905E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the idle state. The mapping or
consistency group must be prepared first.

* CMMVC5906E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the preparing state.

* CMMVC5907E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is already in the copying state.

¢ CMMVC5908E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the stopped state. The mapping
or consistency group must be prepared first.

* CMMVC5909E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the suspended state.

* CMMVC5919E The FlashCopy mapping or consistency group was not started
because the I/O group is offline.

Examples

An invocation example
svctask startfcconsistgrp -prep 2

The resulting output
No feedback
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startfcmap

You can use the startfcmap command to start (trigger) a FlashCopy mapping. This
command makes a point-in-time copy of the source virtual disk at the moment the
command is executed.

Syntax

»»— svctask — — startfcmap — —I_—_|— —[ fc_map_id
-prep fc_map_name —|

Parameters

“prep
Optionally specifies to prepare the mapping or group prior to triggering the
mapping.

fc_map_id | fc_map_name
Specifies the ID or name of the mapping to trigger. Triggering of mappings is
usually performed on a consistency group basis. If the mappings have not been
prepared, then this command will fail unless -prep is specified which causes a
prepare to happen prior to the triggering. If the mapping belongs to
Cconsistency Group 0, then the map_id | name must be specified.

Description

This command triggers a single mapping. Triggering means to take a point-in-time
copy of the source virtual disks.

The mapping must first be prepared for triggering. See the svctask prestartfcmap
command to prepare the triggering. However, you can run this command with the
optional -prep argument, which prepares the mapping and triggers the copy as
soon as the preparation is complete. This means it is under the systems control
when the trigger happens. That is, the preparation step takes some time to
complete before the copy is made. If you want to control the triggering, you
should use the svctask prestartfcmap command first.

The mapping enters the copying state. The way the copy proceeds depends on the
background copy rate attribute of the mapping. If the mapping is set to 0, only
data that is subsequently updated on the source will be copied to the destination.
This operation means that the destination can only be used as a backup copy while
the mapping exist in the copying state. If the copy is stopped, the destination will
not be usable. If you want to end up with a duplicate copy of the source at the
destination, you should set the background copy rate greater than 0. This means
that the system copies all the data (even unchanged data) to the destination and
eventually reaches the idle or copied state. After this data is copied, you can delete
the mapping and have a usable point-in-time copy of the source at the destination.

Triggering is usually performed on a consistency group basis. Only mappings
belonging to Consistency Group 0 can be triggered on their own.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5888E The action failed because an entity that was specified in the
command does not exist.
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* CMMVC5890E The FlashCopy mapping or consistency group was not started
because starting consistency group 0 is not a valid operation.

* CMMVC5905E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the idle state. The mapping or
consistency group must be prepared first.

* CMMVC5906E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the preparing state.

* CMMVC5907E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is already in the copying state.

¢ CMMVC5908E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the stopped state. The mapping
or consistency group must be prepared first.

* CMMVC5909E The FlashCopy mapping or consistency group was not started
because the mapping or consistency group is in the suspended state.

* CMMVC5919E The FlashCopy mapping or consistency group was not started
because the I/O group is offline.

Examples
An invocation example

svctask startfcmap -prep 2

The resulting output
No feedback
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stopfcconsistgrp

You can use the stopfcconsistgrp command to stop any active FlashCopy
consistency group.

Syntax
»»— svctask — — stopfcconsistgrp — —[ fc_consist_group_id ><
fc_consist_group_name —|
Parameters

fc_consist_group_id | fc_consist_group_name
Specifies the name or ID of the consistency group that you want to stop.

Description

This command stops a group of mappings (in a consistency group). If the copy is
stopped the destination will not be usable. Before you can use the destination, you
must reprepare and retrigger the group.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5890E The FlashCopy mapping or consistency group was not stopped
because starting consistency group 0 is not a valid operation.

¢ CMMVC5910E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is in the idle state.

¢ CMMVC5911E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is in the preparing state.

* CMMVC5912E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is already in the stopped state.

Examples

An invocation example
svctask stopfcconsistgrp testmapone

The resulting output
No feedback
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stopfcmap

You can use the stopfcmap command to stop any active copying or suspended

mapping.
Syntax
»»— svctask — — stopfcmap — fc_map_id ><
—[ fc_map_name —|
Parameters

fc_map_id | fc_map_name
Specifies the name or ID of the mapping to stop.

Description

This command stops a single mapping. If the copy is stopped the destination will
not be usable. The mapping or group needs to be reprepared and retriggered.

Stopping is usually performed on a consistency group basis. Only mappings that
belong to Consistency Group 0 can be stopped on their own.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5888E The action failed because an entity that was specified in the
command does not exist.

* CMMVC5890E The FlashCopy mapping or consistency group was not stopped
because starting consistency group 0 is not a valid operation.

* CMMVC5910E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is in the idle state.

¢ CMMVC5911E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is in the preparing state.

¢ CMMVC5912E The FlashCopy mapping or consistency group was not stopped
because the mapping or consistency group is already in the stopped state.

* CMMVC6030E The operation was not performed because the FlashCopy
mapping is part of a consistency group. The action must be performed at the
consistency group level.

Examples

An invocation example
svctask stopfcmap testmapone

The resulting output
No feedback
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Chapter 12. Remote Copy commands

The following commands enable you to work with the Remote Copy services
provided by the SAN Volume Controller.

“chpartnership” on page 132

“chrcconsistgrp” on page 133|

“chrcrelationship” on page 134

“mkpartnership” on page 136

“mkrcconsistgrp” on page 138

“mkrcrelationship” on page 139)

“rmpartnership” on page 142,

“rmrcconsisterp” on page 143|

[“rmrcrelationship” on page 145|

[“startrcconsisterp” on page 146)

[“startrcrelationship” on page 148|

[“stoprcconsisterp” on page 150

[“stoprcrelationship” on page 152

[“switchrcconsisterp” on page 154|

[“switchrcrelationship” on page 155]
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chpartnership

You can use the chpartnership command to specify the bandwidth available for
background copy in a cluster partnership that has been created for Remote Copy

purposes.
Syntax
»»— svctask — — chpartnership — — -bandwidth — bandwidth_in_mbs — ——»
>—|: remote_cluster_id _| ><
remote_cluster_name

Parameters

-bandwidth bandwidth_in_mbs
Specifies the new bandwidth in MBps. This argument might be set to a value
that is greater than the intercluster links can sustain. If so, the actual copy rate
defaults to what is available on the link.

remote_cluster_id | remote_cluster_name
Specifies the cluster ID or name of the remote cluster. The intracluster
bandwidth cannot be modified so if you enter the local cluster name or ID, an
error will occur.

Description

This command modifies the bandwidth of the partnership between the local cluster
and the remote cluster that is specified in the command. This affects the
bandwidth available for background copy in Remote Copy relationships, in the
direction from the local to the remote cluster. To modify the background copy
bandwidth in the other direction (remote cluster —> local cluster) it is necessary to
issue the corresponding chpartnership command to the remote cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
¢ CMMVC5927E The action failed because the cluster ID is not valid.

Examples
An invocation example
svctask chpartnership -bandwidth 20 clusterl

The resulting output
No feedback
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chrcconsistgrp

You can use the chrcconsistgrp command to modify the name of an existing
Remote Copy consistency group.

Syntax
»»— svctask — — chrcconsistgrp — — -name — new_name_arg — >
> rc_consist_group_name >
—[ rc_consist_group_id J

Parameters

-name new_name_arg
Specifies the new name to assign to the consistency group.

rc_consist_group_name | rc_consist_group_id
Specifies the ID or existing name of the consistency group to modify.

Description

This command changes the name of the specified consistency group.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5937E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

Change the name of the Remote Copy consistency group called "rc_testgrp” to
"rctestone”.

svctask chrcconsistgrp -name rctestone rc_testgrp

The resulting output
No feedback
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chrcrelationship

This command enables you to modify certain attributes of an existing relationship.
This command enables you to add a relationship to a consistency group or to
remove a relationship from a consistency group, as well as change the name of the
relationship.

Syntax

»»— svctask — — chrcrelationship —

v

|— -name — new_name_arg —l

». »

I— -consistgrp —[ consist_group_id jJ I— -force —|
consist_group_name

v
A

rc_rel_name
T rc_rel_id J

Parameters

-name new_name_arg
Optionally specifies a new label to assign to the relationship

-consistgrp consist_group_id | consist_group_name
Optionally specifies a new consistency group to assign the relationship to.

-force
Optionally specifies the force flag which will remove the relationship from a
consistency group making the relationship a standalone relationship.

rc_rel name | rc_rel id
Specifies the ID or name of the relationship.

Note: The -name, -consistgrp and -force are mutually exclusive parameters. That
is, only one of these parameters can be specified per command line.

Description

This command can modify the specified attributes of the relationship supplied.
Only one attribute can be modified at a time. That is, all four optional flags are
mutually exclusive. In addition to changing the name of a consistency group, this
command can be used for the following purposes.

* Add a relationship to a group. A standalone relationship can be added to a
consistency group by specifying the -consistgrp parameter and the name or ID
of the consistency group. The relationship and consistency group must both be
connected when the command is issued, and both must have the same:

— Master cluster

— Auxiliary cluster

— State (unless the group is empty)

— Primary (unless the Group is empty)

When the first relationship is added to an empty group, the group takes on the
same state and primary (copy direction) as the relationship. Subsequent

relationships must have the same state and copy direction as the group in order
to be added to it. A relationship may only belong to one consistency group.
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* Remove a relationship from a group. A relationship can be removed from a
consistency group by simply specifying the -force flag and the name or ID of the
relationship. You do not have to specify or confirm the name of the consistency
group, so it is recommended that you verify which group the relationship
belongs to before issuing this command.

This form of the modify relationship command will succeed in the connected or
disconnected states. If the clusters are disconnected, then the relationship will
only be removed from the consistency group on the local cluster, at the time the
command is issued. When the clusters are reconnected, the relationship will
automatically be removed from the consistency group on the other cluster.
Alternatively, you can issue an explicit modify (chrcrelationship) command to
remove the relationship from the group on the other cluster while it is still
disconnected.

* Move a relationship from one group to another To move a relationship between
two consistency groups you have to invoke the modify relationship command
twice. First use the -force flag to remove the relationship from its current group,
then use the -consistgrp parameter and the name of the new consistency group
it is to be added to.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5935E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

Change the name of the relationship rccopyl to testrel
svctask chrcrelationship -name testrel rccopyl

Add relationship rccopy2 to group called newgroup.
svctask chrcrelationship -consistgrp newgroup rccopy?2

Remove relationship rccopy3 from whichever consistency group it is a member of.
svctask chrcrelationship -force rccopy3

The resulting output
No feedback

There is no feedback in any of these cases.
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mkpartnership

You can use the mkpartnership command to establish a one-way Remote Copy
partnership between the local cluster and a remote cluster. To establish a fully
functional Remote Copy partnership, you must issue this command to both
clusters. This step is a prerequisite to creating Remote Copy relationships between
VDisks on the clusters.

Syntax

»»— svctask — — mkpartnership —
I— -bandwidth — bandwidth_in_mbs —|

\4
A

>—|: remote_cluster_id _|
remote_cluster_name

Parameters

-bandwidth bandwidth_in_mbs
Optionally specifies the bandwidth to be used by the background copy process
between the clusters. It may be used to throttle the bandwidth used by Remote
Copy for the initial background copy process. The bandwidth defaults to 50
MBps (megabytes per second) if you do not specify it. The bandwidth should
be set to a value that is less than or equal to the bandwidth that can be
sustained by the intercluster link. If the parameter is set to a higher value than
the link can sustain, the background copy process will simply use the actual
available bandwidth.

remote_cluster_id | remote_cluster_name
Specifies the cluster ID or name of the remote cluster. You can use the svcinfo
Isclustercandidate command to list the remote clusters that are available. If
two or more remote clusters have the same name and the name is included in
this command, the command will fail and ask for the ID of the cluster instead
of the name.

Description

This command creates a one-way partnership between the local cluster and the
remote cluster specified by the command. The equivalent svctask mkpartnership
command must also then be issued from the other cluster to create a
fully-configured two-way partnership.

Inter-cluster Remote Copy relationships can now be created between primary
VDisks in the local cluster and auxiliary VDisks in the remote cluster. Intra-cluster
relationships may also be created, where both VDisks reside in the local cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5925E The remote cluster partnership was not created because it already
exists.

* CMMVC5926E The remote cluster partnership was not created because there are
too many partnerships.

e CMMYVC5927E The action failed because the cluster ID is not valid.
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¢ CMMVC5928E The action failed because the cluster name specified is a
duplicate of another cluster.

Examples
An invocation example
svctask mkpartnership -bandwidth 20 clusterl

The resulting output
No feedback
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mkrcconsistgrp

You can use the mkrcconsistgrp command to create a new empty Remote Copy
consistency group.

Syntax

»»— svctask — — mkrcconsistgrp — |_ _| >
-name — new_name_arg

|— -cluster —[ cluster_id jJ
cluster_name

Parameters

-name new_name_arg
Optionally specifies a name for the new consistency group.

-cluster cluster_id | cluster_name
Optionally specifies the ID or name of the remote cluster, in which case an
inter-cluster consistancy group is created. If -cluster is not specified, an
intra-cluster consistancy group is created on the local cluster only.

Description

This command creates a new consistency group. The ID of the new group is
returned. The name must be unique across all consistency groups known to the
clusters owning this consistency group. If the consistency group involves two
clusters, the clusters must be in communication throughout the create process.

The new consistency group does not contain any relationships and will be in the
empty state. Remote Copy relationships can be added to the group using the
svctask chrelationship command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask mkrcconsistgrp -name rc_testgrp

The resulting output
RC Consistency Group, id [255], successfully created
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mkrcrelationship

You can use the mkrcrelationship command to create a new remote copy
relationship with virtual disks in the same cluster (intra-cluster relationship) or in
two different clusters (inter-cluster relationship).

Syntax
»»— svctask — — mkrcrelationship — — -master —[ rmnzztzi:\;jlztjgmﬂ— —
T e T T T e ‘
" I— -name — new_name_id —| I— -consistgrp —[ consist_group_id jJ "
consist_group_name
T e
Parameters

-master master_vdisk_id | master_vdisk_name
Specifies the ID or name of the master virtual disk.

-aux aux_vdisk_id | aux_vdisk_name
Specifies the ID or name of the auxiliary virtual disk.

-cluster cluster_id | cluster_name
Specifies the ID or name of the remote cluster. If creating an intra-cluster
relationship, the ID of the local cluster must be entered. If creating an
inter-cluster relationship the ID of the remote cluster should be entered. To
create a relationship in two different clusters, the clusters must be connected at
the time the svctask mkrcrelationship command is received.

-name new_name_id
Optionally specifies a label to assign to the relationship.

-consistgrp consist_group_id | consist_group_name
Optionally specifies a consistency group that this relationship will join. If you
do not supply the -consistgrp argument, the relationship will be a standalone
relationship that can be started, stopped, and switched on its own.

-sync
Optionally specifies the synchronized, or create consistency flag. Use this
argument to indicate that the secondary (auxiliary) virtual disk is already
synchronized with the primary (master) virtual disk. The initial background
synchronization is skipped.

Description

This command creates a new Remote Copy relationship. This relationship persists
until it is deleted. The auxiliary virtual disk must be identical in size to the master
virtual disk or the command will fail, and if both VDisks are in the same cluster
they must both be in the same I/O group. The master and auxiliary cannot be in
an existing relationship. Neither disk can be the target of a FlashCopy mapping.
This command returns the new relationship (relationship_id) when successful.
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You can optionally give the relationship a name. The name must be a unique
relationship name across both clusters.

The relationship may optionally be assigned to a Remote Copy consistency group.
A consistency group is used to ensure that a number of relationships are managed
so that, in the event of a disconnnection of the relationships, the data in all
relationships within the group is in a consistent state. This can be important in say
a database application where data files and log files are held on separate VDisks,
and consequently are being managed by separate relationships. In the event of a
disaster, the primary and secondary sites may become disconnected. If the
relationships associated with the VDisks are not in a consistency group, then as the
disconnection happens, and the Remote Copy relationships stop copying data from
the primary to the secondary site, there is no guarantee that updates to the two
separate secondary VDisks will stop in a consistent manner.

For proper database operation though it is important that updates to the log files
and the database data are made in a consistent and orderly fashion. It is thus
crucial in this example that the logfile VDisk and the data VDisk at the secondary
site are in a consistent state. This can be achieved by putting the relationships
associated with these VDdisks into a consistency group. Remote Copy then ensures
that updates to both VDisks at the secondary site are consistent with the updates
that have been made at the primary site.

If you specify a consistency group, both the group and the relationship must have
been created using the same master cluster and the same auxiliary cluster. The
relationship must not be a part of another consistency group.

If the consistency group is not empty, then the consistency group and the
relationship must be in the same state. If the consistency group is empty, then it
will acquire the state of the first relationship that is added to it. If the state has a
copy direction assigned, then the direction of the consistency group and the
relationship must match that direction.

If you do not specify a consistency group, a standalone relationship is created.

If you specify the -sync argument, it is taken as a guarantee that the master and
auxiliary virtual disks contain identical data at the point when the relationship is
created. You must ensure that the auxiliary is created to match the master and that
no write operation takes place to either virtual disk before you issue the svctask
mkrcrelationship command.

Possible failures

Note: If you receive an error for this command that indicates that the licensed
virtualization capacity has been exceeded, then the command was still
effective. However, the return code will indicate the license violation.

* CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5930E The Remote Copy relationship was not created because an entity

that was specified in the command does not exist.

* CMMVC5931E The Remote Copy relationship was not created because the

master or auxiliary virtual disk (VDisk) is locked.

* CMMVC5932E The Remote Copy relationship was not created because the
master or auxiliary virtual disk (VDisk) is a member of a FlashCopy mapping.
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¢ CMMVC5933E The Remote Copy relationship was not created because the
master or auxiliary virtual disk (VDisk) is in the recovery 1/O group.

Examples

An invocation example

svctask mkrcrelationship -master vdiskl -aux vdisk2 -name rccopyl
-cluster 0000020063432AFD

The resulting output
RC Relationship, id [28], successfully created
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rmpartnership

You can use the rmpartnership command to remove a Remote Copy partnership.
Since the partnership exists on both clusters, it is necessary to run this command
on both clusters to remove both sides of the partnership. If the command is run on
only one cluster, then the Remote Copy partnership will enter a partially
configured state and Remote Copy activity will cease as the relationships become

disconnected.
Syntax
»>— svctask — — rmpartnership — —[ remote_cluster_id >
remote_cluster_name —|
Parameters

remote_cluster_id | remote_cluster_name
Specifies the cluster ID or name of the remote cluster.

Description

This command deletes the partnership between the local cluster and the remote
cluster specified in the command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
e CMMVC5927E The action failed because the cluster ID is not valid.

* CMMVC5928E The action failed because the cluster name is a duplicate of
another cluster.

* CMMVC5929E The Remote Copy partnership was not deleted because it has
already been deleted.

Examples

An invocation example
svctask rmpartnership clusterl

The resulting output
No feedback
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rmrcconsistgrp

You can use the rmrcconsistgrp command to delete an existing Remote Copy
consistency group.

Syntax
»»— svctask — — rmrcconsistgrp — >
l— -force —|
>—|: rc_consist_group_id ] >
rc_consist_group_name
Parameters
-force

If the group contains any relationships and you do not specify the force flag,
the command will fail. If one or more relationship belongs to the group and
you do not specify the force flag, the deletion fails. If you specify the force
flag, any relationships belonging to the group are removed from the group
before it is deleted. The relationships themselves are not deleted; they become
stand-alone relationships.

rc_consist_group_id | rc_consist_group_name
Specifies the ID or name of the consistency group to delete.

Description

This command deletes the specified consistency group. You can issue this
command for any existing consistency group. If the consistency group is
disconnected at the time that the command is issued, then the consistency group is
only deleted on the cluster on which the command is being run. When the clusters
reconnect, then the consistency group is automatically deleted on the other cluster.
Alternatively, if the clusters are disconnected, and you still wish to remove the
consistency group on both clusters, you can issue the svctask rmrcconsistgrp
command separately on both of the clusters.

If the consistency group is not empty, the -force parameter is required to delete the
group. This will remove the relationships from the consistency group before the
group is deleted. These relationships then become standalone relationships. The
state of these relationships is not changed by the action of removing them from the
consistency group.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5937E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5938E The Remote Copy consistency group was not deleted because the
consistency group contains relationships. To delete the consistency group, the
force option is required.

Examples

An invocation example
svctask rmrcconsistgrp rctestone
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The resulting output
No feedback
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rmrcrelationship

You can use the rmrcrelationship command to delete an existing Remote Copy

relationship.
Syntax
»»— svctask — — rmrcrelationship — rc_rel_id ><
—[ rc_rel_name —|
Parameters

rc_rel id | rc_rel name
Specifies the ID or name of the relationship. A relationship cannot be deleted if
it is part of a consistency group.

Description
This command deletes the relationship that is specified.

Deleting a relationship only deletes the logical relationship between the two virtual
disks, it does not affect the virtual disks themselves.

If the relationship is disconnected at the time that the command is issued, then the
relationship is only deleted on the cluster on which the command is being run.
When the clusters reconnect, then the relationship is automatically deleted on the
other cluster. Alternatively, if the clusters are disconnected, and you still wish to
remove the relationship on both clusters, you can issue the rmrcrelationship
command independently on both of the clusters.

A relationship cannot be deleted if it is part of a consistency group. You must first
remove the relationship from the consistency group using the svctask
chrcrelationship -force command.

If you delete an inconsistent relationship, the secondary virtual disk will become
accessible even though it is still inconsistent. This is the one case in which Remote
Copy does not inhibit access to inconsistent data.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5935E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svctask rmrcrelationship rccopyl

The resulting output
No feedback
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startrcconsistgrp

You can use the startrcconsistgrp command to start the Remote Copy consistency
group copy process, set the direction of copy if undefined, and optionally mark the
secondary VDisks of the consistency group as clean.

Syntax

»»— svctask — — startrcconsistgrp — |_ >
-primary —[ mastgJ
aux

> rc_consist_group_id
l— -force —| l— -clean —| —[ rc_consist_group_name —|

Parameters

-primary master | aux
This parameter specifies the copy direction by defining wether the master or
auxiliary will become the primary (source). This parameter is required when
the primary is undefined, for example if the consistency group is in the idling
state. The primary (direction) argument specifies which disk is the primary,
that is, the source disk.

-force
Optionally specifies the force parameter. This argument permits the copy
operation to resume even if it might lead to a temporary loss of consistency
while synchronization occurs.

-clean
Optionally specifies the clean parameter. This marks the secondary VDisk as
clean for each of the relationships belonging to the group.

rc_consist_group_id | rc_consist_group_name
Specifies the ID or name of the consistency group to start.

Description

This command starts a Remote Copy consistency group.

This command can only be issued to a consistency group that is connected. For a
consistency group that is idling, this command assigns a copy direction (primary
and secondary roles) and begins the copy process. Otherwise this command
restarts a previous copy process that was stopped either by a stop command or by
some I/0 error.

If the resumption of the copy process will lead to a period when the relationship is
not consistent, then you must specify the force flag when restarting the
relationship. This situation could arise if, say, the relationship had been stopped,
and then further writes had been performed on the original primary of the
relationship. The use of the force flag here is a reminder that the data on the
secondary will not be useful for Disaster Recovery purposes while it is in an
inconsistent state.

In the idling state, you must provide the primary argument. In other connected
states, you can provide the primary argument, but it must match the existing

setting.
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The -force flag is required if consistency would be lost by starting a copy
operation. This would occur, if write operations on either primary or secondary
vdisks have taken place since the ConsistentStopped or idling state was entered. If
the command is issued without the -force flag is such circumstances, the command
will fail. In general, the -force flag will be required if the group is in one of the
following states:

* Consistent_Stopped but not synchronized (sync=out_of_sync)
¢ Idling but not synchronized

The -force flag is not required if the group is in one of the following states:
* Inconsistent_Stopped
* Inconsistent_Copying

* Consistent_Synchronized
However, the command will not fail if you do specify the -force flag.

The clean flag is used when a Remote Copy group is started and the secondary
vdisks in this group are assumed to be clean. Clean in this sense means that any
changes that have been made at the secondary are ignored and only changes made
at the primary are considered when synchronising primary and secondary. This
flag could be used in the following scenario:

1. A consistency group is created with the synchronized flag. (At this point it does
not matter if the primary and secondary contain the same data, even though
the use of the synchronised flag implies that this is true).

2. A stoprcconsistgrp command is issued with the -allow access flag. This permits
access to the secondary. Change recording begins at the primary.

3. An image of the primary is captured and loaded on to the secondary. It is
permissible to allow updates to the primary during the image copy as this
image need only be a fuzzy image of the primary.

4. A startrcconsistgrp command with primary = master, the force flag and the
clean flag is issued. This causes the auxiliary to be marked clean, and changes
on the master that have occurred since the consistency group was stopped are
copied to the auxiliary.

5. Once the background copy has completed, relationships in the group will be
consistent and synchronized.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5936E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svctask startrcconsistgrp rccopyl

The resulting output
No feedback
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startrcrelationship

You can use the startrcrelationship command to start the Remote Copy
relationship copy process, set the direction of copy if undefined, and optionally
mark the secondary VDisk of the relationship as clean.

Syntax

»»— svctask — — startrcrelationship — |_ >
-primary —[ mastgJ
aux

v
A

> rc_rel_id
I— -force —| I— -clean —| —[ rc_rel_name —|

Parameters

-primary master | aux
It specifies the copy direction by defining whether the master or auxiliary will
become the primary (source). This parameter is required when the primary is
undefined, for example, if the relationship is in the idling state.

-force
Optionally specifies the force parameter. This argument permits the copy
operation to resume even if it might lead to a loss of consistency.

-clean
Optionally specifies the clean parameter. The clean flag marks the secondary
virtual disk as clean.

rc_rel_id | rc_rel_name
Specifies the ID or name of the relationship that you want to start in a
stand-alone relationship only.

Description

This command is used to start a standalone relationship. The command will fail it
if it is used to attempt to start a relationship that is part of a consistency group.

This command can only be issued to a relationship that is connected. For a
relationship that is idling, this command assigns a copy direction (primary and
secondary roles) and begins the copy process. Otherwise this command restarts a
previous copy process that was stopped either by a stop command or by some I/O
error.

If the resumption of the copy process will lead to a period when the relationship is
not consistent, then you must specify the force flag when restarting the
relationship. This situation could arise if, say, the relationship had been stopped,
and then further writes had been performed on the original primary of the
relationship. The use of the force flag here is a reminder that the data on the
secondary will not be useful for Disaster Recovery purposes while it is in an
inconsistent state.

In the idling state, you must provide the primary argument. In other connected

states, you can provide the primary argument, but it must match the existing
setting.
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The -force flag is required if consistency would be lost by starting a copy
operation. This would occur, if write operations on either primary or secondary
vdisks have taken place since the ConsistentStopped or idling state was entered. If
the command is issued without the -force flag in such circumstances, the command
will fail. In general, the -force flag will be required if the relationship is in one of
the following states:

* ConsistentStopped but not synchronized
¢ Idling but not synchronized

The -force flag is not required if the relationship is in one of the following states:
* InconsistentStopped
* InconsistentCopying

* ConsistentSynchronized
However, the command will not fail if you do specify the -force flag.

The clean flag is used when a Remote Copy relationship is started and the
secondary VDisk in this relationship is assumed to be clean. Clean in this sense
means that any changes that have been made at the secondary are ignored and
only changes made at the primary are considered when synchronising primary and
secondary. This flag could be used in the following scenario:

1. A relationship is created with the synchronized flag. (At this point it does not
matter if the primary and secondary contain the same data, even though the
use of the synchronized flag implies that this is true).

2. A stoprcrelationship command is issued with the -allow access flag. This
permits access to the secondary. Change recording begins at the primary.

3. An image of the primary is captured and loaded on to the secondary. It is
permissible to allow updates to the primary during the image copy as this
image need only be a 'fuzzy’ image of the primary.

4. A startrcrelationship command with primary = master, the force flag and the
clean flag is issued. This causes the auxiliary to be marked clean, and changes
on the master that have occurred since the relationship was stopped are copied
to the auxiliary.

5. Once the background copy has completed, the relationship will be consistent
and synchronized.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5936E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svctask startrcrelationship rccopyl

The resulting output
No feedback
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stoprcconsistgrp

You can use the stoprcconsistgrp command to stop the copy process in a Remote
Copy consistency group. It may also be used to enable write access to the
secondary VDisks in the group if the group is in a consistent state.

Syntax

»»— svctask — — stoprcconsistgrp —

|— -access —l

v

> rc_consist_group_id
T ]

rc_consist_group_name

Parameters

-access
Specifies the access flag which gives the user write access to a consistent
secondary. This enables write access to the secondary VDisks in the group if

the group is in a consistent state.

rc_consist_group_id | rc_consist_group_name
Specifies the ID or name of the consistency group to stop.

Description

This command applies to a consistency group. You can issue this command to stop
a consistency group that is copying from primary to secondary.

If the consistency group is in an inconsistent state, any copy operation stops and
will not resume until you issue the svctask startrcconsistgrp command. Write
activity will no longer be copied from the primary to the secondary virtual disks
belonging to the relationships in the group. For a consistency group in the
ConsistentSynchronized state, this command causes a consistency freeze.

When a consistency group is in a consistent state (for example, in the
ConsistentStopped, ConsistentSynchronized, or ConsistentDisconnected state) then
the -access argument may be used with the stoprcconsistgrp command to enable
write access to the secondary virtual disks within that group.

Initial state Final state Notes

InconsistentStopped InconsistentStopped

InconsistentCopying InconsistentStopped

ConsistentStopped ConsistentStopped -access permitted

ConsistentSynchronized ConsistentStopped -access permitted

Idling ConsistentStopped -access permitted

IdlingDisconnected unchanged A relationship may move to
stopped state when
reconnected.

InconsistentDisconnected InconsistentStopped On the cluster issuing the
svctask stoprcconsistgrp
command.

InconsistentDisconnected unchanged On the disconnected cluster.
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ConsistentDisconnected ConsistentStopped On the cluster issuing the
svctask stoprcconsistgrp
command, -access
permitted.

ConsistentDisconnected unchanged On the disconnected cluster,

-access permitted.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC5936E The action failed because an entity that was specified in the

command does not exist.

Examples

An invocation example

svctask stoprcconsistgrp rccopyl

The resulting output
No feedback
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stoprcrelationship

You can use the stoprcrelationship command to stop the copy process for a
Remote Copy relationship. It may also be used to enable write access to a
consistent secondary VDisk.

Syntax

»»— svctask — — stoprcrelationship — |_ _| —[ rc_rel_id —_I—N
-access rc_rel_name

Parameters

-access
Specifies the allow access flag which gives the user write access to a consistent
secondary.

rc_rel_id | rc_rel_name
Specifies the ID or name of the relationship to stop. Specify only for
stand-alone relationships.

Description

This command applies to a standalone relationship. It will be rejected if it is
addressed to a relationship that is part of a consistency group. You can issue this
command to stop a relationship that is copying from primary to secondary.

If the relationship is in an inconsistent state, any copy operation stops and will not
resume until you issue a svctask startrcrelationship command. Write activity will
no longer be copied from the primary to the secondary virtual disk. For a
relationship in the ConsistentSynchronized state, this command causes a
consistency freeze.

When a relationship is in a consistent state (ie, in the ConsistentStopped,
ConsistentSynchronized, or ConsistentDisconnected state) then the -access
argument may be used with the stoprcrelationship command to enable write access
to the secondary virtual disk.

Initial state Final state Notes

InconsistentStopped InconsistentStopped

InconsistentCopying InconsistentStopped

ConsistentStopped ConsistentStopped -access permitted

ConsistentSynchronized ConsistentStopped -access permitted

Idling ConsistentStopped -access permitted

IdlingDisconnected unchanged A relationship may move to
stopped state when
reconnected.

InconsistentDisconnected InconsistentStopped On the cluster issuing the
svctask stoprcrelationship
command.

InconsistentDisconnected unchanged On the disconnected cluster.
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ConsistentDisconnected

ConsistentStopped On the cluster issuing the

command, -access
permitted.

svctask stoprcrelationship

ConsistentDisconnected

unchanged On the disconnected cluster,

-access permitted.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC5936E The action failed because an entity that was specified in the

command does not exist.

Examples

An invocation example

svctask stoprcrelationship rccopyl

The resulting output
No feedback
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switchrcconsistgrp

You can use the switchrcconsistgrp command to reverse the roles of primary and
secondary virtual disks in a Remote Copy consistency group when that consistency
group is in a consistent state. This change will be applied to all the relationships in
the consistency group.

Syntax
»»— svctask — — switchrcconsistgrp — — -primary _E master >
aux J
>—|: rc_consist_group_id _| ><
rc_consist_group_name
Parameters

-primary master | aux
Specifies whether the master or auxiliary side of the relationships in the group
will become the primary VDisks.

rc_consist_group_id | rc_consist_group_name
Specifies the ID or name of the consistency group to switch.

Description

This command applies to a consistency group. It is normally issued to reverse the
roles of the primary and secondary in a consistency group, perhaps as part of a
graceful failover. Write access to the former primary vdisks is lost and write access
to the new primary vdisks is acquired. This command will only be successful
when the consistency group is in a connected, consistent state, and when reversing
the direction of the relationships would not lead to a loss of consistency, for
example, when the consistency group is consistent and synchronized. This
command will therefore only succeed when the consistency group is in one of the
following states:

* ConsistentSynchronized

* ConsistentStopped and Synchronized

* Idling and Synchronized

The consistency group moves to the ConsistentSynchronized state after successful

completion of this command. If you specify the -primary argument with the
current primary, the command has no affect.

Possible failures

e CMMYVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5936E The action failed because an entity that was specified in the
command does not exist.

Examples
An invocation example
svctask switchrcconsistgrp -primary aux rccopy?2

The resulting output
No feedback
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switchrcrelationship

You can use the switchrcrelationship to reverse the roles of primary and
secondary virtual disks in a Remote Copy relationship when that relationship is in
a consistent state.

Syntax
»»— svctask — — switchrcrelationship — — -primary —[ master >
aux —I
> rc_rel_id ><
—[ rc_rel_name —|
Parameters

-primary master | aux
Specifies whether the master or auxiliary is to be the primary.

rc_rel id | rc_rel name
Specifies the ID or name of the relationship to switch.

Description

This command applies to a stand-alone relationship. It will be rejected if it is used
to try to switch a relationship that is part of a consistency group. It is normally
issued to reverse the roles of the primary and secondary virtual disk in a
relationship or consistency group, perhaps as part of a graceful failover. Write
access to the old primary is lost and write access to the new primary is acquired.
This command will only be successful when the relationship is in a connected,
consistent state, and when reversing the direction of the relationship would not
lead to a loss of consistency, ie when the relationship is consistent and
synchronized. This command will therefore only succeed when the relationship is
in one of the following states:

* ConsistentSynchronized

* ConsistentStopped and Synchronized

* Idling and Synchronized

The relationship moves to the ConsistentSynchronized state after successful

completion of this command. If you specify the -primary argument with the
current primary, the command has no affect.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5936E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svctask switchrcrelationship -primary master rccopy?2

The resulting output
No feedback
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Chapter 13. Migration commands

The following commands enable you to work with migration options with the
SAN Volume Controller.

* [“migrateexts” on page 158|

* |[“migratevdisk” on page 160|
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migrateexts

You can use the migrateexts command to migrate a number of extents from a
given managed disk to another.

Syntax
»— svctask — — migrateexts — — -source T Zgﬁ:ﬁgﬁg;:t:;:me ] "
N e
> sk _[ :g:zt::lgme —| I— -threads — number_of threads —l -
Parameters

-source source_mdisk_id | source_mdisk_name
Specifies the MDisk on which the extents currently reside.

-target target_mdisk_id | target_mdisk_name
Specifies the MDisk onto which the extents are to be migrated.

-exts number_of _extents
Specifies the number of extents to migrate.

-vdisk vdisk_id | vdisk_name
Specifies the VDisk to which the extents belong.

-threads number_of_threads
Optionally specifies the number of threads to use while migrating these
extents. Valid values are 1 to 4.

Description

This command migrates a given number of extents from the source, specified in
terms of the virtual disk, and the managed disk that contains some extents used to
make up the virtual disk. The target is specified in terms of a managed disk
(within the same managed disk group).

If a large number of extents are being migrated, you can specify the number of
threads that should be started, between one and four. The progress of these can be
checked by issuing the svcinfo Ismigrate command.

The migrateext command will fail if there are insufficient free extents on the target
managed disk. To avoid this problem, do not issue new commands that use extents
until migrateext is completed.

The command should be used in conjunction with the svcinfo Isfreeextents
command.

Possible failures

e CMMYVC(C5786 The action failed because the cluster is not in stable state.

* CMMVC(C5845 The extent was not migrated because an object that was specified
in the command does not exist.
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¢ CMMVC5849E The migration failed because some or all of the extents are
already being migrated.

¢ CMMVC5850E The extent was not migrated because there is a problem with the
source extents.

* CMMVC5851E The extent was not migrated because there is a problem with the
target extents.

* CMMVC5852E The migration failed because there are too many migrations in
progress.

¢ CMMVC5859E The migration did not complete because an error occurred while
migrating the last extent on an image-mode virtual disk (VDisk).

* CMMVC5863E The migration failed because there are not enough free extents on
the target managed disk (MDisk).

* CMMVC5866E The extent was not migrated because the extent contains internal
data.

Examples

An invocation example

svctask migrateexts -vdisk vdisk4 -source mdisk4 -exts
64 -target mdisk6 -threads 4

The resulting output
No feedback

Chapter 13. Migration commands 159



migratevdisk

You can use the migratevdisk command to migrate an entire virtual disk from one
managed disk group to another managed disk group.

Syntax
»»— svctask — — migratevdisk — — -mdiskgrp —[ :Slzt:gigﬁgjgme—_l— e
" L -threads — number_of threads ] oo _[ :jlztz:\:me ] A
Parameters

-mdiskgrp mdisk_group_id | mdisk_group_name
Specifies the new managed disk group ID or name.

-threads number_of_threads
Optionally specifies the number of threads to use while migrating these
extents. You can specify 1 - 4 threads. The default of the number of threads is
1.

-vdisk vdisk_id | vdisk_name
Specifies the virtual disk ID or name to migrate in to a new managed disk

group.

Description

This command migrates the specified virtual disk into a new managed disk group.
That is, all the extents that make up the virtual disk are migrated onto free extents
in the new managed disk group.

The command returns a success message while the transfer completes in the
background. The command returns with the in_progress return code. The progress
of the migration can be found by issuing the svcinfo lsmigrate command, which
list the migrations in progress.

The process can be prioritized by specifying the number of threads to use while
migrating. Using only one thread puts the least background load on the system.

The migratevdisk command will fail if there are insufficient free extents on the
targeted managed disk group for the duration of the command. To avoid this
problem, do not issue new commands that use extents until migratevdisk is
completed.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5846E The virtual disk (VDisk) was not migrated because an entity that
was specified in the command does not exist.

* CMMVC5847E The virtual disk (VDisk) was not migrated because its associated
managed disk (MDisk) is already in the MDisk group.

* CMMVC5849E The migration failed because some or all of the extents are
already being migrated.
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¢ CMMVC5852E The migration failed because there are too many migrations in
progress.

* CMMVC5861E The action failed because there were not enough extents on the
managed disk (MDisk).

* CMMVC5863E The migration failed because there are not enough free extents on
the target managed disk (MDisk).

Examples

An invocation example
svctask migratevdisk -vdisk 4 -mdiskgrp GroupO -threads 2

The resulting output
No feedback
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Chapter 14. Tracing commands

The following commands enable you to work with tracing options with the SAN
Volume Controller.

+ [“setdisktrace” on page 164

* |“settrace” on page 165

« |“starttrace” on page 168

+ [“stoptrace” on page 169
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setdisktrace

You can use the setdisktrace command to set a list of disks of a given type to
include in a disk trace.

Syntax

»»— svctask — — setdisktrace — — -type —E mdisk :l— —[ -set __|— e
vdisk -reset

T ]
-objectid id_or_name_Tist

Parameters

-type mdisk | vdisk
Specifies the object type for the disks.

-set
Specifies the set argument. The -set and -reset arguments are mutually
exclusive.

-reset
Specifies the reset argument. The -set and -reset arguments are mutually
exclusive.

-all

Specifies that you want to trace all disks of the given type. The -objectid and
-all arguments are mutually exclusive.

-objectid id_or_name_list
Specifies a list of one or more disk IDs or names. The -objectid and -all
arguments are mutually exclusive.

Description
This command marks a list of one, more, or all disks of the given type such that
these disks will participate in the next triggered trace.

This is used in conjunction with the svctask settrace command which sets the
options that result in a trace file being generated, and the data that is included in
the trace file.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example

svctask setdisktrace -type mdisk -objectid
mdiskl:mdisk3:mdiskll:mdisk10:mdisk9:mdisk5 -reset

The resulting output
No feedback
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settrace

You can use the settrace command to set options to trace certain I/O operations
through the system.

Syntax

»»— svctask — — settrace — — -type —E mdisk >
vdisk

»— -file — filename_arg — — -trigger —— full
status L— -abort —J
command
timeout
trigger
abort

: I— -timestamp —| I— -data —| I— -tag —| I— -detect —|

v

" I— -init —| I— -sense —| I— -cmds —|

I— -percent — percentage —|

v
v

I— -cmdlist — comd_list |_ _| |
-cmdmask — cmd_mask

\
A\
A

I— -skcqlist — skcqg_list |_ _| |
-skcqmask — skcq_mask

Parameters

-type mdisk | vdisk
Specifies the object type the options relate to.

-file filename_arg
Specifies the file name prefix for the trace file.

-trigger full | status | command | timeout | trigger | abort
Specifies the trigger option, that is, what to do when the trace is started
(triggered).

The full, status, and command options are valid for both MDisks and VDisks.
The timeout and trigger options are only valid for MDisks. The abort option is
only valid for VDisks.

e full = when trace buffer is full, stop, that is, do not wrap

* status = when the given SCSI status (-skcqlist) is reported in sense data
¢ command = when the given SCSI command (-cmdlist) is sent

* timeout = when a timeout occurs

* trigger = keep running until the trigger event, that is, wrap

* abort = when an abort occurs
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-abort
Optionally specifies the abort argument, which adds the abort details to the
trace. This argument is only valid for VDisks.

-timestamp
Optionally specifies the time-stamp flag. Adds a time-stamp to each entry in
the trace. A file name is created from the prefix plus a time-stamp. The file
name is in the form <prefix>_NN_YYMMDD_HHMMSS, where NN is the
current configuration node ID. Files are created in the /dumps/iotrace
directory.

-data
Optionally specifies the data flag, which adds the I/O data to the trace.

-tag
Optionally specifies the ccb_tags flag. Adds the CCB tags to the trace. This
argument is for valid for MDisks.

-detect
Optionally specifies the discovery flag. Adds the MDisk discovery details to
the trace for MDisks.

-init
Optionally specifies the initialization flag, which adds the MDisk initialization
details to the trace for MDisks.

-sense
Optionally specifies the sense flag, which adds the SCSI sense data to the trace.
This flag is only valid for VDisks.

-cmds
Optionally specifies the commands flag, which adds the commands data to the
trace. This flag is only valid for VDisks only.

-percent
Optionally specifies where in the trace file the chosen trigger point should
occur. That is, this flag specifies how much data to gather after the trigger
point. The default is 50%, so the trigger point would be in the middle of the
trace file.

-cmdlist cmd_list
Optionally specifies a command list, which adds only those commands to the
trace file.

-cmdmask cmd_mask
Optionally specifies a command mask, which adds only those commands to
the trace file. This can only be entered if the -cmdlist argument has been
entered.

-skceqlist skcq_list
Optionally specifies a SKCQ list, which adds only those SKCQ details to the
trace file.

-skcqmask skcq_mask
Optionally specifies a SKCQ mask, which adds only those SKCQ details to the
trace file. This can only be entered if the -skcqlist argument has been entered.
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Description

This command sets the various 1/O tracing options you want for a particular disk
type, that is managed disks or virtual disks. When the relevant disk type trace is
subsequently triggered, the options specify the data you want to include in the
trace file.

The file name specifies a file name prefix for the trace file. The system appends the
node panel name and a time-stamp to the file name. The node ID is the current
configuration node.

A maximum of ten trace files will be kept on the cluster. When the eleventh trace
is made, the oldest existing trace file is overwritten.

The directory may also hold files retrieved from other nodes. These files are not
counted. SVC will delete the oldest file, when necessary, to maintain the maximum
number of files.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
e CMMVC6073E The maximum number of files has been exceeded.

Examples

An invocation example

svctask settrace -type vdisk -file tracedump -trigger abort
-percent 100 -abort -timestamp

The resulting output
No feedback
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starttrace

You can use the starttrace command to start tracing I/O operations based on the
option currently set for the given object type and the list of disks to trace.

Syntax
»»— svctask — — starttrace — — -type mdisk ><
_[ vdisk —|
Parameters

-type mdisk | vdisk
Specifies the object type to trigger.

Description

This command starts the collection of I/O tracing information. The trace file is
generated according to the options that you specified in the svctask settrace
command. The disks that will be traced are those identified in the list set by the
svctask setdisktrace command.

The traces are written to the /dumps/iotrace directory. The contents of this
directory can be viewed using the svcinfo Isiotracedumps command.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5809E The tracing of I/O operations was not started because it is
already in progress.

¢ CMMVC5986E he tracing of I/O operations was not started because the virtual
disk (VDisk) or managed disk (MDisk) failed to return statistics.

Examples

An invocation example

svctask starttrace -type vdisk

The resulting output
No feedback
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stoptrace

You can use the stoptrace command to stop the tracing for the given disk type.

Syntax
»»— svctask — — stoptrace — — -type mdisk ><
_[ vdisk —|
Parameters

-type mdisk | vdisk
Specifies the object type to stop tracing.

Description

This command stops the tracing of 1/O operations for the given object type. When
you issue the svctask stoptrace command, you might not get a trace file if the
trigger options have not been met.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example

svctask stoptrace -type mdisk

The resulting output
No feedback
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Chapter 15. Attributes of the -filtervalue argument

You can use the -filtervalue argument to filter a view based on some specific

attribute values that relate to each object type. You can combine multiple filters to
create specific searches, for example, -filtervalue name=fred:status=online. The help
(-filtervalue?) specifies the attributes available for each object type.

The -filtervalue argument, if used, must have attrib=value entered. The
-filtervalue? and -filtervalue arguments are mutually exclusive.

Note:

The qualifiers < and > should be enclosed in quotes. For example,

-filtervalue vdisk_count "<"4 or port_count ">"1

It is also valid to include the whole expression in quotes. For example,

-filtervalue "vdisk_count<4”

When an attribute requires the -unit argument, it is specified after the
attribute. For example,

-filtervalue capacity=24 -unit mb

The valid input options for the -unit parameter are:

b (bytes)

mb (Megabytes)
gb (Gigabytes)
tb (Terabytes)
pb (Petabytes)

The * character may be used as a wildcard at the beginning or end of a text string,
but not both.

Table 5. Valid filter attributes

Object

Attribute

Valid Qualifiers

Wildcard Valid

Description

cluster

cluster_name
or name

Yes

The cluster name.

cluster_unique
_id
or id

=/ <I <:I >I >=

No

The cluster ID.
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid |Description
node node_name or | = Yes The node name.
name
id =, <, <=, >, >= No The node ID.
status = No The status of the node.
The valid input options
for node status are:
* adding
¢ deleting
* online
* offline
e pending
10_group_ = Yes The I/O group name.
name
IO_group_id |=, <, <=, >, >= No The I/0 group ID.
io_grp HWS_name or | = Yes The I/O group name
name
HWS_unique_ | =, <, <=, >, >= No The 1/0 group ID.
id or id
node_count =, <, <=, >, >= No The number of nodes in
the I/O group.
controller |controller_id |=, <, <=, >, >= No The controller ID.
or id
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid | Description
mdisk name = Yes The name of the MDisk.
id =, <, <=, >, >= No The ID of the MDisk.
controller_ = Yes The name of the
name controller the MDisk
belongs to.
status = No The status of the
MDisk.
The valid input options
for MDisk status are:
e online
* degraded
* excluded
* offline
mode = No The mode of the
MDisk.
The valid input options
for MDisk mode are:
¢ unmanaged
* managed
* image
mdisk_grp_ = Yes The MDisk group
name name.
mdisk_grp_id |=, <, <=, >, >= No The MDisk group ID.
capacity =, <, <=, >, >= No The capacity. Requires
the -unit argument.
mdiskgrp |name = Yes The MDisk group
name.
storage_pool_ |=, <, <=, >, >= No The MDisk group ID.
id
or id
mdisk_count |=, <, <=, >, >= No The number of MDisks
in the group.
vdisk_count =, <, <=, >, >= No The number of VDisks
in the group.
status = No The status of the MDisk
group. The valid input
options are:
* online
* degraded
e offline
extent_size =, <, <=, >, >= No The extent size. (MB)
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid |Description
vdisk vdisk_name = Yes The name of the VDisk.
or name
vdisk_id orid | =, <, <=, >, >= No The ID of the VDisk.
10_group_ = Yes The name of the I/O
name group.
I0_group_id |=, <, <=, >, >= No The ID of the I/O
group.
status = No The status of the VDisk.
The valid input options
for VDisk status are:
* online
* degraded
o offline
mdisk_grp_ = Yes The MDisk group
name name.
mdisk_grp_id |=, <, <=, >, >= No The MDisk group ID.
capacity =< <=,>,>= No The capacity. Requires
the -unit argument.
type = No The VDisk type. The
valid value options are:
* seq
* striped
* image
FC_name = Yes The FlashCopy
mapping name.
FC_id =, <, <=, >, >= No The FlashCopy
mapping ID.
RC_name = Yes The Remote Copy
relationship name.
RC_id =, <, <=, >, >= No The Remote Copy
relationship ID.
host host_name or |= Yes The host name.
name
host_id orid |=, <, <=, >, >= No The host ID.
port_count =, <, <=, >, >= No The number of ports.
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid | Description
femap FC_mapping_ |= Yes The FlashCopy
name or name mapping name.
FC_id or id =, <, <=, >, >= No The FlashCopy
mapping ID.
source_vdisk_ |= Yes The source VDisk
name name.
source_vdisk_ | =, <, <=, >, >= No The source VDisk ID.
id
target_vdisk_ |= Yes The target VDisk name.
name
target_vdisk_ |=, <, <=, >, >= No The target VDisk ID.
id
group_name | = Yes The consistency group
name.
group_id =, <, <=, >, >= No The consistency group
ID.
status = No The mapping status.
The valid input options
for fcmap status are:
* idle_copied
* preparing
* copying
* stopped
* suspended
copy_rate =, <, <=, >, >= No The background copy
rate.
fcconsist- | name = Yes The consistency group
grp name.
FC_group_id |=, <, <=, >, >= No The consistency group
or id ID.
status = No The consistency group

status. The valid value
options are:

* idle_or_copied
* preparing

* prepared

* copying

* stopped

* suspended
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid |Description
rcrelation- |RC_rel id or |=, <, <=, >, >= No The Remote Copy
ship id relationship ID.
RC_rel_ name |= Yes The Remote Copy
or name relationship name.
master_cluster | =, <, <=, >, >= No The master cluster ID.
_id
master_cluster | = Yes The master cluster
_name name.
master_vdisk_ | =, <, <=, >, >= No The master VDisk ID.
id
master_vdisk_ | = Yes The master VDisk
name name.
aux_cluster_id | =, <, <=, >, >= No The aux cluster ID.
aux_cluster_ |= Yes The aux cluster name.
name
aux_vdisk_id |[=, <, <=, >, >= No The aux VDisk ID.
aux_vdisk_ = Yes The aux VDisk name.
name
primary = No The relationship
primary. The valid
input values are:
¢ master
° aux
consistency_ |=, <, <=, >, >= No The Remote Copy
group_id consistency group ID.
consistency_ | = Yes The Remote Copy
group_name consistency group
name.
state = Yes The relationship state.
The valid input values
are:
* inconsistent_stopped
* inconsistent_copying
* consistent_stopped
* consistent_
synchronised
¢ idling
* idling
disconnected
* inconsistent_
disconnected
* consistent_
disconnected
progress =, <, <=, >, >= No The progress of the

initial background copy
(synchronization) for
the relationship.
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Table 5. Valid filter attributes (continued)

Object Attribute Valid Qualifiers | Wildcard Valid | Description
rcconsist- | group_id or id | =, <, <=, >, >= No The consistency group
grp 1D.
name Yes The consistency group
name.
master_cluster | =, <, <=, >, >= No The master cluster ID.
_id
master_cluster Yes The master cluster
_name name.
aux_cluster_id | =, <, <=, >, >= No The aux cluster ID.
aux_cluster_ Yes The aux cluster name.
name
primary No The consistency group
primary. The valid
input values are:
* master
* aux
state No The consistency group
state. The valid input
values are:
* inconsistent_stopped
* inconsistent_copying
* consistent_stopped
* consistent_
synchronised
 idling
e idling_
disconnected
* inconsistent_
disconnected
* consistent_
disconnected
* empty
relationship_ |=, <, <=, >, >= No The relationship count.
count

Related topics:

+ |[“Using wildcards in the SAN Volume Controller Command-Line Interface (CLI)"|

on page xii|
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Chapter 16. Overview of the list dump commands

You can use the list dumps command to return a list of dumps in the appropriate
directory.

The dumps in the SAN Volume Controller are contained in the following directory
structure:

e /dumps

e /dumps/configs
e /dumps/elogs

e /dumps/feature
* /dumps/iostats
* /dumps/iotrace

Software upgrade packages are contained in the /home/admin/upgrade directory.
These directories exist on every node in the cluster.

Configuration dump: Dumps contained in the /dumps/configs directory are
dumps of the cluster configuration data. A configuration dump is created by using
the svctask dumpconfig command. This will dump the configuration of the cluster,
including all object details, to the /dumps/configs directory. If no filename prefix
is supplied, the default config_ will be used. The full, default file name, will be
config. NNNNNN_YYMMDD_HHMMSS (where NNNNNN is the node front panel
name). If the command is used with the -prefix option, then the value entered for
the -prefix will be used instead of config. The command to list all dumps in the
/dumps/configs directory is svcinfo Isconfigdumps.

Error or event dump: Dumps contained in the /dumps/elogs directory are dumps
of the contents of the error and event log at the time that the dump was taken. An
error or event log dump is created by using the svctask dumperrlog command.
This will dump the contents of the error or event log to the /dumps/elogs
directory. If no filename prefix is supplied, the default errlog_ will be used. The
full, default file name, will be errlog NNNNNN_YYMMDD_HHMMSS (where
NNNNNN is the node front panel name). If the command is used with the -prefix
option, then the value entered for the -prefix will be used instead of errlog. The
command to list all dumps in the /dumps/elogs directory is svcinfo
Iserrlogdumps.

Featurization log dump: Dumps contained in the /dumps/feature directory are
dumps of the featurization log. A featurization log dump is created by using the
svctask dumpinternallog command. This will dump the contents of the
featurization log to the /dumps/feature directory to a file called feature.txt. Only
one of these files exists, so every time the svctask dumpinternallog command is
run, this file is overwritten. The command to list all dumps in the /dumps/feature
directory is svcinfo lsfeaturedumps.

I/O statistics dump: Dumps contained in the /dumps/iostats directory are dumps
of the I/0 statistics for disks on the cluster. An I/O statistics dump is created by
using the svctask startstats command. As part of this command, you can specify a
time interval at which you want the statistics to be written to the file (the default is
15 minutes). Every time the time interval is encountered, the I/O statistics that
have been collected this far are written to a file in the /dumps/iostats directory.
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The file names used for storing 1/O statistics dumps are

m_stats_ NNNNNN_YYMMDD_HHMMSS,

Nm_stats_ NNNNNN_YYMMDD_HHMMSS, or

v_stats_ NNNNNN_YYMMDD_HHMMSS (where NNNNNN is the node front
panel name), depending on if the statistics are for MDisks or VDisks. The
command to list all dumps in the /dumps/iostats directory is svcinfo
Isiostatsdumps.

I/O trace dump: Dumps contained in the /dumps/iotrace directory are dumps of
I/0 trace data. The type of data that is traced depends on the options specified by
the svctask settrace command. The collection of the I/O trace data is started by
using the svctask starttrace command. The 1/O trace data collection is stopped
when the svctask stoptrace command is used. It is when the trace is stopped that
the data is written to the file. The file name will be

<prefix>_ NNNNNN_YYMMDD_HHMMSS (where NNNNNN is the node front
panel name, and <prefix> is the value entered by the user for the -filename
parameter in the svctask settrace command.) The command to list all dumps in the
/dumps/iotrace directory is svcinfo Isiotracedumps.

Application abends dump: Dumps contained in the /dumps directory are dumps
resulting from application abends. Such dumps will be written to the /dumps
directory. The default file names are dump.NNNNNN.YYMMDD.HHMMSS
(where NNNNNN is the node front panel name). In addition to the dump file, it is
possible that there may be some trace files written to this directory. These will be
named NNNNNN.trc.

The command to list all dumps in the /dumps directory is svcinfo 1ssvedumps.

The final option available in the list dumps command series is the svcinfo
Issoftwaredumps command. This command will list the contents of the
/home/admin/upgrade directory. Any files in this directory will have been copied
there at the time that you wanted to perform a software upgrade.

All of the list dumps commands can accept a node identifier as input. If this
identifier is not specified then the list of files on the current configuration node
will be displayed. If the node identifier is specified, then the list of files on that
node will be displayed.

Because files can only be copied off of the current configuration node (using secure

copy), you can issue the svctask cpdumps command to copy the files off of a
non-configuration node to the current configuration node.
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Chapter 17. Information commands

The following commands enables you to work with displaying specific types of
information with the SAN Volume Controller.

Note: IDs are assigned at run-time by the system and cannot be relied upon to be
the same after configuration restoration. Therefore, wherever possible, object
names should be used in preference to IDs when working with objects.

» |“caterrlog” on page 183

+ [“caterrlogbyseqnum” on page 185

* |“1s2145dumps” on page 187

* [“Iscluster” on page 189

+ |“Isclustercandidate” on page 193

* [“Isconfigdumps” on page 194

+ |“Iscontroller” on page 196|

+ |“Iserrlogbyfcconsisterp” on page 199

* [“Iserrlogbyfcmap” on page 201|

* [“Iserrlogbyhost” on page 203

* |“Iserrlogbyiogrp” on page 205

* [“Iserrlogbymdisk” on page 207

+ |“Iserrlogbymdiskgroup” on page 209

* |“Iserrlogbynode” on page 211

* |“Iserrlogbyrcconsistgrp” on page 213

+ |“Iserrlogbyrcrelationship” on page 215|

* [“Iserrlogbyvdisk” on page 217

+ |“Iserrlogdumps” on page 219

* |“Isfcconsistgrp” on page 221|

* [“Isfcmap” on page 223|

« |"Isfcmapcandidate” on page 225|

* [“Isfcmapprogress” on page 226|

* |“Isfeaturedumps” on page 228§|

* |“Isfreeextents” on page 230

* |“Ishbaportcandidate” on page 232|

* |“Ishost” on page 233

+ [“Ishostvdiskmap” on page 235|

* |“lsiogrp” on page 237

» [“Isiogrpcandidate” on page 239

* |“Isiostatsdumps” on page 241

« |“Isiotracedumps” on page 243|

* |“Islicense” on page 245J

* [“Ismdisk” on page 247

* ['Ismdiskcandidate” on page 251
* [“Ismdiskextent” on page 2%‘
[“lsmdiskerp” on page 256|
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* |“Ismdiskmember” on page 258

* |"Ismigrate” on page 260

« |“Isnode” on page 261

¢ |“Isnodecandidate” on page 264|

* |“Isnodevpd” on page 265|

+ |“Isrcconsistgrp” on page 269|

* |“Isrcrelationship” on page 272|

+ |“Isrcrelationshipcandidate” on page 275

» [“Isrcrelationshipprogress” on page 277]

» |“Issoftwaredumps” on page 279

» [“Issshkeys” on page 281]

» |“Istimezones” on page 282|

* [“1svdisk” on page 283

« |“Isvdiskextent” on page 286

+ |“Isvdiskhostmap” on page 28|

+ [“Isvdiskmember” on page 290

+ |“Isvdiskprogress” on page 292|

+ |“showtimezone” on page 294
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caterrlog

You can use the caterrlog command to return the contents of the cluster error and

event log.
Syntax
»— svcinfo — — caterrlog — >
I— -nohdr —| I— -delim — delimiter —|
»>— L |
i: -config ﬂ |— -first — number_of entries_to_return J
-unfixed
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view providing general information about objects of a particular type), and
each item of data (in a detailed style view providing much more information
about a specific object of a particular type). Using the -nohdr parameter will
suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

-config
Optionally specifies to list the configuration events.

-unfixed
Optionally specifies to list the unfixed errors.

-first number_of_entries_to_return
Optionally specifies to display the first n number of entries in the log, where n
is the number entered by the user as an argument to the -first flag.

Description

This command returns a list of the specified error log entries. When no flags are
passed, all error log entries are listed.

The list can be filtered to only include configuration events, or unfixed errors by
specifying the -config or -unfixed arguments.

Using the -first parameter will result in the first x number of records being
displayed, where x is the number entered as an argument for the -first parameter.
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Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo caterrlog -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first_timestamp:Tast_timestamp:number_of_errors
:cluster:no:no:6:nodel:100:100:030407052547:030407052547:1:00981001
:fc_card:no:no:1:nodel:101:101:030407052547:030407052547:1:00073001
:node:no:no:1:nodel:102:102:030407052547:030407052547:1:00074001
:cluster:no:no:6:nodel:103:100:030407052547:030407052547:1:00981001
:fc_card:no:no:1:nodel:104:104:030407052632:030407052632:1:00073003
:node:no:no:6:nodel:105:105:030407082202:030407082717:2:00980500
:remote:no:no:6:n/a:106:106:030407090117:030407090117:1:00985002
:node:no:no:5:nodel:0:0:030407052546:030407052546:1:00990383
:cluster:no:no:5:nodel:0:0:030407080630:030407080630:1:00990117
:mdisk_grp:no:no:5:nodel:0:0:030407081610:030407081610:1:00990148
28:mdisk_grp:no:no:5:nodel:0:0:030407081610:030407081610:1:00990173
:mdisk_grp:no:no:5:nodel:0:0:030407081619:030407081619:1:00990148

zerror_code

:vdisk:no:no:5:n0del:0:0:030407081836:030407081836:1:00990169
:vdisk:no:no:5:n0del:0:0:030407081843:030407081843:1:00990169
:vdisk:no:no:5:n0del:0:0:030407081854:030407081854:1:00990169
:vdisk:no:no:5:n0del:0:0:030407082015:030407082015:1:00990169
:vdisk:no:no:5:n0del:0:0:030407082145:030407082145:1:00990169
:vdisk:no:no:5:n0del:0:0:030407082148:030407082148:1:00990169
:vdisk:no:no:5:n0del:0:0:030407082158:030407082158:1:00990169
:vdisk:no:no:5:n0del:0:0:030407082213:030407082213:1:00990169

thost:no:no:5:nodel:0:0:030407082441:030407082441:1:00990106
thost:no:no:5:nodel:0:0:030407082457:030407082457:1:00990106
thost:no:no:5:nodel:0:0:030407082523:030407082523:1:00990106
:flash:no:no:5:nodel:0:0:030407082704:030407082704:1:00990184
:node:no:no:5:nodel:0:0:030407082716:030407082716:1:00990501
:node:no:no:5:nodel:0:0:030407082722:030407082722:1:00990501
:fc_const_grp:no:no:5:nodel:0:0:030407083141:030407083141:1:00990204
:fc_const_grp:no:no:5:nodel:0:0:030407083143:030407083143:1:00990204
:fc_const_grp:no:no:5:nodel:0:0:030407083145:030407083145:1:00990204
:flash:no:no:5:nodel:0:0:030407083318:030407083318:1:00990185
:flash:no:no:5:nodel:0:0:030407083355:030407083355:1:00990185
:flash:no:no:5:nodel:0:0:030407085753:030407085753:1:00990185
:remote:no:no:5:nodel:0:0:030407085932:030407085932:1:00990225
:vdisk:no:no:5:nodel:0:0:030407085959:030407085959:1:00990169
:vdisk:no:no:5:nodel:0:0:030407090004:030407090004:1:00990169
:vdisk:no:no:5:nodel:0:0:030407090013:030407090013:1:00990169
:remote:no:no:5:nodel:0:0:030407090106:030407090106:1:00990225
255:rc_const_grp:no:no:5:nodel:0:0:030407090323:030407090323:1:00990240
254:rc_const_grp:no:no:5:nodel:0:0:030407090327:030407090327:1:00990240
253:rc_const_grp:no:no:5:nodel:0:0:030407090333:030407090333:1:00990240
2:remote:no:no:5:nodel:0:0:030407090442:030407090442:1:00990226
l:vdisk:no:no:5:nodel:0:0:030407090820:030407090820:1:00990182
3:vdisk:no:no:5:nodel:0:0:030407090825:030407090825:1:00990182

NPWNFRFOOOWNRFHEFHEFPFHEFONFOHROOODOOHORF OO NOHFHROFR, OO

184 Command-Line Interface User’s Guide



caterrlogbyseqnum

You can use the caterrlogbyseqnum command to display all the errors with a
sequence number, or root cause number, as specified by the user.

Syntax

»»— svcinfo — — caterrlogbyseqnum — —[ -num — sequence_number e
-root — root_cause_number

|— -nohdr J |— -delim — delimiter J

Parameters

-num sequence_number
Specifies the sequence number to view.

-root root_cause_number
Specifies the root sequence number. All errors marked with this root cause will
be displayed.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command will return a single error log entry, as specified by the sequence
number passed with the -num argument.

If -root argument is used, the log will be searched for all entries marked with a

root cause sequence number as specified. This returns a list of all entries marked
with this root cause.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
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Examples
An invocation example

svcinfo caterrlogbysegnum -num 100 -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node _name:sequence_number:
root_sequence_number:first_timestamp:Tast_timestamp:number_of_errors:
error_code

O:cluster:no:no:6:nodel:100:100:030407052547:030407052547:1:00981001
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Is2145dumps

You can use the 1s2145dumps command to obtain a list of dumps from the
/dumps directory.

Syntax

»»— svcinfo — — 1s2145dumps — >

I— -nohdr —| I— -delim — delimiter —|
>— »><
i: node_id ﬂ
node_name

Parameters

-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If
you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of node assert dumps and associated output files.
These dumps are created as a result of the assertion of a node. If you do not
specify a node, the dumps available on the configuration node will be listed. The
command will display files from the /dumps directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1s2145dumps -delim :
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The resulting output
id:filename
0:000108.trc.old

1:dump.000108.030328.144007
2.000108.trc

Related topics

+ |Chapter 16, “Overview of the list dump commands,” on page 179
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Iscluster

The list report style can be used to obtain two styles of report.

1.

A list containing concise information about all clusters. (Each entry in the list
corresponds to a single cluster.)

2. The detailed information about a single, user specified, cluster.

Syntax

»»— sycinfo — — Iscluster —

\

v

I— -filtervalue — attrib=value —|

v

I— -nohdr —| I— -bytes —| I— -delim — delimiter —|

i: object_id — l— -filtervalue? —|
name

Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-bytes

Optionally used to display all capacities as bytes.

-delim delimiter

By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

-filtervalue attribute=value

Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

object_id | name

Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.
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-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo Iscluster
command are:

e cluster_name

* cluster_unique_id
e id

* name

Description

This command will return a concise list or a detailed view, of clusters.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

location local, remote
statistics status on, off
SNMP setting none, all, hardware_only

The location, partnership and bandwidth fields are relevant to Remote Copy
configurations where the SAN fabrics of two clusters are linked together.
Information about the remote cluster will be reported by the Iscluster command if
the mkpartnership command has been issued from the local cluster to the remote
cluster, ie. if the partnership has been at least partially established from the local
cluster.

You can issue the svcinfo Iscluster command to display a concise view of the
cluster.

svcinfo Tscluster -delim : 10030a007eb5

where 10030a007¢e5 is the name of the cluster. The output from this command will
include the following for each cluster on the fabric:

* cluster ID

e cluster name

* cluster IP address

* cluster service mode IP address

For the remote cluster, these fields indicate the following:

location: remote

partnership: partially_configured (mkpartnership command has only been
issued from the local cluster to the remote cluster)

fully_configured (mkpartnership command has been issued

in both directions)

bandwidth: MB/sec (the bandwidth available on the inter-cluster link for
background copy)

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.
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Examples

A concise invocation example

svcinfo 1scluster -delim :

The concise resulting output

id:name:Tocation:partnership:bandwidth:cluster IP_address:
id:name:Tocation:partnership:bandwidth:cluster_IP_address:
cluster_service ip_address:id_alias
0000020062813ABA:clusterA:local:::9.20.247.210:1.1.1.1:0000020062813ABA
0000020062006746:clusterB:remote: fully configured:50:9.20.247.211:
1.1.1.1:0000020062006746

Examples
A detailed invocation example
svcinfo Iscluster -delim : 10030a007e5

The detailed resulting output

1d:1521071282978998
name:clusterl

Tocation:Tocal

partnership:

bandwidth:
cluster_IP_address:9.20.165.16
cluster_service IP address:9.20.165.17
total_mdisk_capacity:59.8GB
space_in_mdisk_grps:0
space_allocated to vdisks:0
total_free_space:59.8GB
statistics_status:on
statistics_frequency:300
required_memory:1280
subnet_mask:255.255.255.0
default_gateway:9.20.165.1
cluster_locale:en_US
SNMP_setting:snmp all
SNMP_community:
SNMP_server_IP_address:9.20.165.18
time_zone:522 UTC
email_setting:all
email_id:another@uk.ibm.com
code_level:1.20abcG
FC_port_speed:1Gb
id_alias:1521071282978998

Examples

A concise invocation example for a Remote Copy configuration, where clusterA
has issued the mkpartnership to clusterB, and the intercluster bandwidth is set
to 50 MB/s.

svcinfo 1scluster -delim :

The concise resulting output

id:name:location:partnership:bandwidth:

cluster IP address:cluster service IP address
0000020062813ABA:clusterA:1ocal:::9.20.247.210:1.1.1.1
0000020062006746:clusterB:remote:
fully_configured:50:9.20.247.211:1.1.1.1
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Related topics
* |Chapter 15, “Attributes of the -filtervalue argument,” on page 171
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Isclustercandidate

You can use the Isclustercandidate command to list the clusters that are available
for setting up a two-cluster partnership. This is a prerequisite for creating Remote
Copy relationships.

Syntax

v

»»— svcinfo — — 1sclustercandidate —
I— -nohdr —|

l— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of clusters that are available as candidate partner
clusters to form a Remote Copy Partnership between two clusters.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples
An invocation example
svcinfo 1sclustercandidate

The resulting output

id configured cluster_name
0000010034E0F430 no ldcluster26
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Isconfigdumps

194

You can use the Isconfigdumps command to return a list of the config dumps on
the node in service mode.

Syntax

»»— svcinfo — — Tsconfigdumps — >

I— -nohdr —|
|— -delim — delimiter J i: node_id ﬂ
node_name

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If

you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of configuration dumps. These dumps are created as a
result of issuing the svctask dumpconfig command. A configuration dump
describes the configuration of the cluster. If you do not specify a node, the dumps
available on the configuration node will be listed. The command displays the files
from the /dumps/configs directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1sconfigdumps

Command-Line Interface User’s Guide



The resulting output

id config_filename
0 config_lynn02_030403_101205

Related topics
+ |Chapter 16, “Overview of the list dump commands,” on page 179
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Iscontroller

196

The list report style can be used to obtain two styles of report.

1. A list containing concise information about controllers. (Each entry in the list
corresponds to a single controller.)

2. The detailed information about a single, user specified, controller.
Syntax

»»— svcinfo — — lscontroller — >
I— -filtervalue — attrib=value —|

I— -nohdr —| I— -delim — delimiter —| i: object_id —

name

\
\/

\4
\4
A

I— -filtervalue? —|

Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of a controller. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
1scontroller command is:

e controller_id
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e id

Description

This command will return a concise list or a detailed view, of controllers visible to
the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

degraded no, yes

Determining a storage controllers name from its SAN Volume Controller name:
List the storage controllers by issuing the svcinfo lscontroller command.
Remember the controller name or ID for the controller you want to determine. For
the controller in question, issue the svcinfo lscontroller <controllername/id>
command, where <controllername/id> is the controller name or ID. Remember the
WWNN for the controller. Make a written record of it. The WWNN can be used to
determine the actual storage controller by launching the native controller user
interface or using the command line tools it provides to verify the actual controller
that has this WWNN.

Determining the relationship between MDisks and RAID arrays or LUNs: Each
MDisk corresponds with a single RAID array, or a single partition on a given
RAID array. Each RAID controller will define a LUN number for this disk. The
LUN number and controller name or ID are needed to be able to determine the
relationship between mdisks and RAID arrays or partitions.

Show the detailed view of the given MDisk <mdiskname>, by issuing the svcinfo
Ismdisk <mdiskname> command, where <mdiskname> is the name of the MDisk.

Note: Remember the controller name or controller ID and controller LUN number.
Show the detailed view of the controller determined in by issuing the svcinfo
Iscontroller <controllername> command, where <controllername> is the name of
the controller.

Note: Remember the vendor ID, product ID, and WWNN. Use these to determine
what is being presented to the MDisk.

From the native user interface for the given controller, list the LUNSs it is

presenting and match the LUN number. This will tell you the exact RAID array or

partition that corresponds with the MDisk.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo 1scontroller -delim :

The concise resulting output

id:controller_name:ctrl_s/n:vendor_id:product_id_low:product_id_high
7:controller7:3EK0J5Y8:SEAGATE :ST373405:FC
8:controller8:3EKOJ6CR: SEAGATE :ST373405:FC
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9:controller9:3EKOJ4YN: SEAGATE :ST373405:FC

10:controllerl0:3EKOGKGH: SEAGATE :ST373405:FC
11:controllerl1:3EK0J85C: SEAGATE :ST373405:FC
12:controllerl2:3EKOJBR2:SEAGATE :ST373405:FC
13:controllerl13:3EKYNJF8:SEAGATE :ST373405:FC
14:controllerl4:3EKOHVTM: SEAGATE :ST373405:FC

Examples
A detailed invocation example
svcinfo 1scontroller -delim = 7

The detailed resulting output
id=7
controller_name=controller?
WWNN=20000004CF2412AC
mdisk_link_count=1
max_mdisk_Tink_count=1
degraded=no
vendor_id=SEAGATE
product_id_low=ST373405
product_id_high=FC
product_revision=0003
ctrl_s/n=3EK0J5Y8
WWPN=22000004CF2412AC
path_count=1
max_path_count=1
WWPN=21000004CF2412AC
path_count=0
max_path_count=0

Related topics
* |Chapter 15, “Attributes of the -filtervalue argcument,” on page 171]
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Iserrlogbyfcconsistgrp

You can use the Iserrlogbyfcconsistgrp command to display the error log by
FlashCopy consistency group.

Syntax

»»— svcinfo — — Tserrlogbyfcconsistgrp — |_ _| >
-nohdr

|— -delim — delimiter J |— -count — number J i: -config ﬂ

-unfixed
i: fcconsistgrp_id ﬂ
fcconsistgrp_name

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to list unfixed errors. When the -unfixed argument is used,
the command will act as above, but will only list unfixed errors.

fcconsistgrp_id | fcconsistgrp_name
Optionally specifies the object ID used to filter the log.
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Description

When executed this command will display a list of the errors and events in the log
related to FlashCopy consistency groups. The list can be filtered further by
specifying a specific object ID or name. This will return only the errors and events
that have been logged against the specified object. The list can also be filtered to
show only the configuration events or the unfixed errors for the given object type
or object ID. Similarly the last x entries against a given object type or object ID can
be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbyfcconsistgrp -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first_timestamp:last_timestamp:number_of_errors:error_code
3:fc_const_grp:no:no:5:nodel:0:0:030407083145:030407083145:1:00990204
2:fc_const_grp:no:no:5:nodel:0:0:030407083143:030407083143:1:00990204
1:fc_const_grp:no:no:5:nodel:0:0:030407083141:030407083141:1:00990204
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Iserrlogbyfcmap
This command displays the error log by FlashCopy mapping.

Syntax

»»— svcinfo — — Tserrlogbyfcmap — |_ >
-nohdr —|

I— -delim — delimiter —| I— -count — number —| i: -config j‘

-unfixed
i: fcmap_id —4‘
fcmap_name

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

-count number
Optionally specifies to only list the last number entries in the log. -count
specifies the maximum number of errors or events to list.

-config
Optionally specifies to only list configuration events. When -config is passed,
the command will act as described above, but only list configuration events.

-unfixed
Optionally specifies to only list unfixed errors. When -unfixed is passed, the
command will act as above, but will only list unfixed errors.

fcmap_id | fcmap_name
Optionally specifies the object id used to filter the log.

Description

When executed this command will display a list of the errors and events in the log
related to flash copy mappings. The list can be filtered further by specifying a
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specific object ID or name. This will return only the errors and events that have
been logged against the specified object. The list can also be filtered to show only
the configuration events or the unfixed errors for the given object type or object
ID. Similarly the last x entries against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbyfcmap -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first_timestamp:Tast_timestamp:number_of_errors:error_code
0:flash:no:no:5:nodel:0:0:030407085753:030407085753:1:00990185
0:flash:no:no:5:nodel:0:0:030407083355:030407083355:1:00990185
0:flash:no:no:5:nodel:0:0:030407083318:030407083318:1:00990185
0:flash:no:no:5:nodel:0:0:030407082704:030407082704:1:00990184
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Iserrlogbyhost

You can use the Iserrlogbyhost command to display the error log by host.

Syntax

»— svcinfo — — 1serrlogbyhost — |_ _| >

-count — number i: -config ﬂ
-unfixed
>— >«
I— -nohdr —| I— -delim — delimiter —| i: host_id i‘
host_name

Parameters

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When the -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to list unfixed errors. When the -unfixed argument is used,
the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

host_id | host_name
Optionally specifies the object ID used to filter the log.

Description

This command displays a list of the errors and events in the log related to hosts.
The list can be filtered further by specifying a specific object ID or name. This will
return only the errors and events that have been logged against the specified
object. The list can also be filtered to show only the configuration events or the
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unfixed errors for the given object type, or object ID. Similarly, the last x entries
against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbyhost -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first_timestamp:last_timestamp:number_of_errors:error_code
2:host:no:no:5:nodel:0:0:030407082523:030407082523:1:00990106
1:host:no:no:5:nodel:0:0:030407082457:030407082457:1:00990106
0:host:no:no:5:nodel:0:0:030407082441:030407082441:1:00990106

204 Command-Line Interface User’s Guide



Iserrlogbyiogrp

You can use the Iserrlogbyiogrp command to display the error log by 1/O group.

Syntax
»»— svcinfo — — Tserrlogbyiogrp — >
I— -count — number —|
— -config j‘ I— -nohdr —| I— -delim — delimiter —|
— -unfixed
— iogroup_id —4‘
— iogroup_name
Parameters

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When the -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to only list unfixed errors. When the -unfixed argument is
used, the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

iogroup_id | iogroup_name
Optionally specifies the object ID used to filter the log.
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Description

This command displays a list of the errors and events in the log related to 1/O
groups. The list can be filtered further by specifying a specific object ID or name.
This will return only the errors and events that have been logged against the
specified object. The list can also be filtered to show only the configuration events
or the unfixed errors for the given object type or object ID. Similarily the last x
entries against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbyiogrp -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence _number:first timestamp:last timestamp:number of errors:error_code
1:i0_grp:no:no:1:nodel:109:109:030407094417:030407094417:1:00000001
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Iserrlogbymdisk

You can use the Iserrlogbymdisk command to display the error log by MDisk.

Syntax

»»— svcinfo — — 1serrlogbymdisk — |_ _| >

-count — number i: -config ﬂ
-unfixed
> > <
I— -nohdr —| I— -delim — delimiter —| i: mdisk_id ﬂ
mdisk_name

Parameters

-count number
Optionally specifies to only list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to only list configuration events. When the -config
argument is used, the command will act as described above, but only list
configuration events.

-unfixed
Optionally specifies to only list unfixed errors. When the -unfixed argument is
used, the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

mdisk_id | mdisk_name
Specifies the object ID used to filter the log.

Description

This command displays a list of the errors and events in the log related to MDisks.
The list can be filtered further by specifying a specific object ID or name. This will
return only the errors and events that have been logged against the specified
object. The list can also be filtered to show only the configuration events or the
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unfixed errors for the given object type, or object ID. Similarly, the last x entries
against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example

svcinfo 1serrlogbymdisk -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node name:
sequence_number:root_sequence_number:first_timestamp:
last_timestamp:number_of_errors:error_code
11:mdisk:no:no:3:nodel:108:108:030407092947:030407092947:1:00000016
11:mdisk:no:no:2:nodel:107:107:030407092947:030407092947:1:00000016
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Iserrlogbymdiskgroup

You can use the Iserrlogbymdiskgroup command to display the error log by
MDisk group.

Syntax
»»— svcinfo — — Tserrlogbymdiskgroup — |_ _| >
-count — number
— -config ﬂ |— -nohdr J |— -delim — delimiter J
— -unfixed
— mdisk_group_id i‘
— mdisk_group_name
Parameters

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When the -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to list unfixed errors. When the -unfixed argument is used,
the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

mdisk_group_id | mdisk_group_name
Optionally specifies the object ID used to filter the log.
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Description

This command displays a list of the errors and events in the log related to MDisk
groups. The list can be filtered further by specifying a specific object ID or name.
This will return only the errors and events that have been logged against the
specified object. The list can also be filtered to show only the configuration events
or the unfixed errors for the given object type, or object ID. Similarly, the last x
entries against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbymdiskgrp -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first timestamp:last timestamp:number_of errors:error code
1:mdisk_grp:no:no:5:nodel:0:0:030407081619:030407081619:1:00990148
128:mdisk_grp:no:no:5:nodel:0:0:030407081610:030407081610:1:00990173
0:mdisk_grp:no:no:5:nodel:0:0:030407081610:030407081610:1:00990148
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Iserrlogbynode

You can use the lserrlogbynode command to display the error log by node.

Syntax
»— svcinfo — — 1serrlogbynode — >
I— -count — number —|
— -config j‘ I— -nohdr —| I— -delim — delimiter —|
— -unfixed
— node_id ﬂ
— node_name
Parameters

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When the -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to only list unfixed errors. When the -unfixed argument is
used, the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Optionally specifies the object ID used to filter the log.
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Description

This command displays a list of the errors and events in the log related to nodes.
The list can be filtered further by specifying a specific object ID or name. This will
return only the errors and events that have been logged against the specified
object. The list can also be filtered to show only the configuration events or the
unfixed errors for the given object type or object ID. Similarly, the last x entries
against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo 1serrlogbynode -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first timestamp:last timestamp:number_of errors:error code

1:node:no:no:5:nodel:0:0:030407082722:030407082722:1:00990501
1:node:no:no:5:nodel:0:0:030407082716:030407082716:1:00990501
1:node:no:no:5:nodel:0:0:030407052546:030407052546:1:00990383
0:node:no:no:6:nodel:105:105:030407082202:030407082717:2:00980500
1:node:no:no:1:nodel:102:102:030407052547:030407052547:1:00074001

212 Command-Line Interface User’s Guide



Iserrlogbyrcconsistgrp

You can use the Iserrlogbyrcconsistgrp command to display the error log by
Remote Copy consistency group.

Syntax
»»— svcinfo — — Tserrlogbyrcconsistgrp — |_ _| >
-count — number
— -config ﬂ |— -nohdr J |— -delim — delimiter J
— -unfixed
— rcconsistgrp_id ﬂ
— rcconsistgrp_name
Parameters

-count number
Optionally specifies to only list the last number entries in the log. -count
specifies the maximum number of errors or events to list.

-config
Optionally specifies to only list configuration events. When -config is passed,
the command will act as described above, but only list configuration events.

-unfixed
Optionally specifies to only list unfixed errors. When -unfixed is passed, the
command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

rcconsistgrp_id | rcconsistgrp_name
Optionally specifies the object id used to filter the log.
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Description

When executed this command will display a list of the errors and events in the log
related to remote copy consistency groups. The list can be filtered further by
specifying a specific object ID or name. This will return only the errors and events
that have been logged against the specified object. The list can also be filtered to
show only the configuration events or the unfixed errors for the given object type
or object ID. Similarly the last x entries against a given object type or object ID can
be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example

svcinfo 1serrlogbyrcconsistgrp -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first _timestamp:last timestamp:number of errors:error_code
253:rc_const_grp:no:no:5:nodel:0:0:030407090333:030407090333:1:00990240
254:rc_const_grp:no:no:5:nodel:0:0:030407090327:030407090327:1:00990240
255:rc_const_grp:no:no:5:nodel:0:0:030407090323:030407090323:1:00990240
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Iserrlogbyrcrelationship

You can use the lIserrlogbyrcrelationship command to display the error log by
Remote Copy relationship.

Syntax
»»— svcinfo — — Tserrlogbyrcrelationship — |_ _| >
-count — number
— -config ﬂ |— -nohdr J |— -delim — delimiter J
— -unfixed
— rcrelationship_id i‘
— rcrelationship_name
Parameters

-count number
Optionally specifies to only list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to only list configuration events. When -config is passed,
the command will act as described above, but only list configuration events.

-unfixed
Optionally specifies to only list unfixed errors. When -unfixed is passed, the
command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

rcrelationship_id | rcrelationship_name
Optionally specifies the object id used to filter the log.
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Description

When executed this command will display a list of the errors and events in the log
related to remote copy relationships. The list can be filtered further by specifying a
specific object ID or name. This will return only the errors and events that have
been logged against the specified object. The list can also be filtered to show only
the configuration events or the unfixed errors for the given object type or object
ID. Similarly the last x entries against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo 1serrlogbyrcrelationship -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first timestamp:last timestamp:number_of errors:error code
2:remote:no:no:5:nodel:0:0:030407090442:030407090442:1:00990226
2:remote:no:no:5:nodel:0:0:030407090106:030407090106:1:00990225
l:remote:no:no:5:nodel:0:0:030407085932:030407085932:1:00990225
2:remote:no:no:6:n/a:106:106:030407090117:0304070960117:1:00985002
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Iserrlogbyvdisk

You can use the Iserrlogbyvdisk command to display the error log by VDisk.

Syntax

»»— svcinfo — — 1serrlogbyvdisk — |_ _| >

-count — number i: -config ﬂ
-unfixed
> > <
I— -nohdr —| I— -delim — delimiter —| i: vdisk_id ﬂ
vdisk_name

Parameters

-count number
Optionally specifies to list the last number entries in the log. The -count
argument specifies the maximum number of errors or events to list.

-config
Optionally specifies to list configuration events. When the -config argument is
used, the command will act as described above, but only list configuration
events.

-unfixed
Optionally specifies to only list unfixed errors. When the -unfixed argument is
used, the command will act as above, but will only list unfixed errors.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

vdisk_id | vdisk_name
Optionally specifies the object ID used to filter the log.

Description

This command displays a list of the errors and events in the log related to VDisks.
The list can be filtered further by specifying a specific object ID or name. This will
return only the errors and events that have been logged against the specified
object. The list can also be filtered to show only the configuration events or the
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unfixed errors for the given object type, or object ID. Similarly, the last x entries
against a given object type or object ID can be listed.

Note: Although there is an object type of unknown displayed in the error log,
there is no command with which to filter these object types.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1serrlogbyvdisk -delim :

The resulting output

id:type:fixed:SNMP_trap_raised:error_type:node_name:sequence_number:
root_sequence_number:first_timestamp:last_timestamp:number_of_errors:error_code
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3:vdisk:no:no:5:nodel:0:0:030407090825:030407090825:1:00990182
1:vdisk:no:no:5:n0del:0:0:030407090820:030407090820:1:00990182
4:vdisk:no:no:5:n0del:0:0:030407090013:030407090013:1:00990169
3:vdisk:no:no:5:nodel:0:0:030407090004:030407090004:1:00990169
2:vdisk:no:no:5:n0del:0:0:030407085959:030407085959:1:00990169
1:vdisk:no:no:5:n0del:0:0:030407082213:030407082213:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407082158:030407082158:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407082148:030407082148:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407082145:030407082145:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407082015:030407082015:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407081854:030407081854:1:00990169
1:vdisk:no:no:5:n0del:0:0:030407081843:030407081843:1:00990169
0:vdisk:no:no:5:n0del:0:0:030407081836:030407081836:1:00990169



Iserrlogdumps

You can use the Iserrlogdumps command to return a list of dumps in the
/dumps/elogs directory.

Syntax

»»— svcinfo — >

I— 1serrTogdumps —| I— -nohdr —|
|— -delim — delimiter J i: node_id ﬂ
node_name

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If
you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of error log dumps. These dumps are created as a
result of issuing the svctask dumperrlog command. An error log dump describes
the contents of the error log at the time that the command was executed. If you do
not specify a node, the dumps available on the configuration node will be listed.
The command will display files from the /dumps/elogs directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* There are no error codes associated with the svcservicemodeinfo 1serrlogdumps
command.
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Examples

An invocation example

svcinfo 1serrlogdumps

The resulting output

id filename

0 errlog_lynn02_030327_154511
1 aaa.txt_lynn02_030327_154527
2 aaa.txt_lynn02_030327_154559
3 errlog_lynn02_030403_110628

Related topics

Chapter 16, “Overview of the list dump commands,” on page 179
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Isfcconsistgrp

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all the FlashCopy consistency
groups on a cluster. (Each entry in the list corresponds to a single FlashCopy
consistency group.)

2. The detailed information about a single FlashCopy consistency group.

Syntax

»»— svcinfo — — lsfcconsistgrp —

v

I— -filtervalue — attrib=value —|

I— -nohdr —| I— -delim — delimiter —| i: object_id —

name

\
A\
A

I— -filtervalue? —|

Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
Isfcconsistgrp command are:
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* name

* FC_group_id
* status

e id

Description

This command will return a concise list or a detailed view, of FlashCopy
consistency groups visible to the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status idle_or_copied, preparing, prepared, copying, stopped, suspended

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo 1sfcconsistgrp -delim :

The concise resulting output

id:name:status

1:ffccg0:idle_or_copied
2:ffccgl:idle_or copied
3:ffccg2:idle_or_copied

A detailed invocation example
svcinfo 1sfcconsistgrp -delim : 1

The detailed resulting output
id:1

name: ffccg0
status:idle_or_copied

Related topics
* |Chapter 15, “Attributes of the -filtervalue argument,” on page 171]
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Isfcmap

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all FlashCopy mappings visible to
the cluster. (Each entry in the list corresponds to a single FlashCopy mapping.)

2. The detailed information about a single FlashCopyMapping.

Syntax
»»— svcinfo — — Tsfcmap — |_ _| >
-filtervalue — attrib=value
I— -nohdr —| I— -delim — delimiter —| i: object_id —
name
I— -filtervalue? —|
Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo Isfcmap
command are:

* FC_mapping_name
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* FC_id

* source_vdisk_id

* source_vdisk_name
e target_vdisk_id

* target_vdisk_name
e group_name

e group_id

* status copy_rate

* name

* id

Description

This command will return a concise list or a detailed view, of FlashCopy mappings
visible to the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status idle_or_copied, preparing, prepared, copying, stopped, suspended

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise and detailed invocation example

svcinfo 1sfcmap -delim :

The concise and detailed resulting output

id:name:source_vdisk id:source_vdisk name:target vdisk id:
target_vdisk_name:group_id:group_name:status:progress:copy_rate
0:ffcmapl:0:vdiskO:1:vvdisktwo:::idle_or_copied::75

A detailed and detailed invocation example
svcinfo 1sfcmap -delim : O

The detailed and detailed resulting output
id:0

name: ffcmapl
source_vdisk_id:0
source_vdisk_name:vdisk0
target_vdisk_id:1
target_vdisk_name:vvdisktwo
group_id:

group_name:
status:idle_or_copied
progress:

copy_rate:75

Related topics
« |Chapter 15, “Attributes of the -filtervalue argument,” on page 171

224  Command-Line Interface User’s Guide



Isfcmapcandidate

You can use the Isfcmapcandidate command to list all the VDisks that can be
source or destinations for FlashCopy, for example, those that are not already in a

mapping.
Syntax

»»— svcinfo — — Tsfcmapcandidate —

v

I— -nohdr —|

l— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of VDisks that are not in a FlashCopy mapping. Only
the VDisk IDs are returned.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1sfcmapcandidate

The resulting output
id
2

3
4
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Isfcmapprogress

You can use the Isfcmapprogress command to return the progress of the
background copy of a FlashCopy mapping.

Syntax
»— svcinfo — — 1sfcmapprogress — |_ g _| _
"L getin — detimieer 4 L iiﬂiﬁj‘jme il ><
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

fcmap_id | fcmap_name
Specifies the specific object ID or name of the given type.

Description

This command returns the percentage progress of the background copy of a
FlashCopy mapping.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5805E The progress information was not returned because the
FlashCopy statistics are not ready yet.

Examples

An invocation example
svcinfo 1sfcmapprogress 0

The resulting output
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progress
0
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Isfeaturedumps

You can use the Isfeaturedumps command to return a list of dumps in

/dumps/feature.
Syntax
»»— — Isfeaturedumps — —>d
I— -nohdr —| I— -delim — delimiter —|
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of featurization dumps. These dumps are created as a
result of issuing the svctask dumpinternallogs command. A featurization dump
file describes the contents of the featurization log at the time that the command
was executed. If you do not specify a node, the dumps available on the
configuration node will be listed. The command will display files from the
/dumps/feature directory.

Issue the svcinfo Isfeaturedumps command to return a list of dumps in the
/dumps/feature destination directory. The feature log is maintained by the cluster.
The feature log records events that are generated when license parameters are
entered or when the current license settings have been breached.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

e There are no error codes associated with the svcservicemodeinfo
Isfeaturedumps command.

Examples

An invocation example

svcinfo 1sfeaturedumps
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The resulting output

id feature_filename
0 feature.txt

Related topics
+ |Chapter 16, “Overview of the list dump commands,” on page 179
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Isfreeextents

You can use the Isfreeextents command to list the number of free extents available
on a specified MDisk.

Syntax
»»— svcinfo — — Isfreeextents — >
I— -nohdr —|
> mdisk_id ><
|— -delim — delimiter J —[ mdisk_name J
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

mdisk _id | mdisk name
Specifies the ID or the name of the MDisk for which you want to know the
number of free extents.

Description

This command returns a count of the number of free extents on the specified
MDisk.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples
An invocation example
svcinfo 1sfreeextents 2

The resulting output
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id 2
number_of_extents 4372
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Ishbaportcandidate

232

You can use the Ishbaportcandidate command to list all of the unconfigured,
logged-in host bus adapter (HBA) ports.

Syntax

»»— svcinfo — — Tshbaportcandidate — >
I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of unconfigured, logged-in HBA ports.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1shbaportcandidate

The resulting output

id
210100E08B2520D4
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Ishost

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all the hosts visible to the cluster.
(Each entry in the list corresponds to a single host.)

2. The detailed information about a single host.

Syntax
P et T dshest I— -filtervalue — attrib=value —| "
" L -nohdr l L -delim — delimiter l i: object_id — "
name
" I— -filtervalue? —| R
Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo 1shost
command are:

¢ host_name
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e host_id
* port_count

®* hame

e id

Description

This command will return a concise list or a detailed view, of hosts visible to the
cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status offline, online, degraded, degraded (offline)

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo Tshost -delim :

The concise resulting output

id:name:port_count
0:hhostlport:1
1:hhost3ports:3
2:hhost:1

A detailed invocation example
svcinfo 1shost -delim : 1

The detailed resulting output
id:1

name:hhost3ports

port_count:3
WWPN:00000000000000AB
port_Togged_in_count:0
WWPN:00000000000000AC
port_logged_in_count:0
WWPN:00000000000000AD
port_logged in_count:0

Related topics
» |Chapter 15, “Attributes of the -filtervalue argument,” on page 171]
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Ishostvdiskmap

You can use the Ishostvdiskmap command to obtain a list of the virtual disks that
are mapped (visible) to a given host.

Syntax
»»— svcinfo — — Tshostvdiskmap — >
I— -nohdr —|
|— -delim — delimiter J i: host_id ﬂ
host_name
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

host_id | host_name
Optionally specifies the host in terms of its ID or name. The SAN Volume
Controller returns a list of all the virtual disks that are mapped to the specified
host and the SCSI ID by which they are mapped. If neither a host ID or name
are entered, the command will return a list of all the host to VDisk mappings
that can be seen.

Description

This command returns a list of virtual disk IDs and names. These are the virtual
disks that have been mapped to the specified host, that is, they are visible to the
specified host. The SCSI LUN ID is also shown. This SCSI LUN ID is the ID by
which the virtual disk is being presented to the host.

Determining the VDisk name from the vpath number on the host: Each VDisk
exported by the SAN Volume Controller is assigned a unique vpath number. This
number uniquely identifies the VDisk and can be used to determine which VDisk
corresponds to the volume that the hosts sees. This procedure can only be
performed using the command line interface.
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For the volume in question, find the vpath serial number by issuing the datapath
query device command. Find the host object defined to the SAN Volume
Controller that corresponds with the host you are working with.

1. The WWPNs are an attribute of the HBA. You can find these by looking at the
device definitions stored by your operating system. For example, on AIX they
will be in the ODM, in Windows they will be in the Device Manager details for
the given HBA.

2. Verify which host object defined to the SAN Volume Controller that these ports
belong to. The ports are stored as part of the detailed view, so you will need to
list each host in turn by issuing the following:

svcinfo Tshost <name/id>
where <name/id> is the name or ID of the host. Check for matching WWPNSs.

Note: You should name your hosts accordingly, for example, if the actual host
is called orange you should also name the host object defined to the SAN
Volume Controller as orange.

Now that you have the <host name> as defined to the SAN Volume Controller and
the <vpath serial number>, issue the following command:

svcinfo 1shostvdiskmap <hostname>

where <hostname> is the name of the host. A list is displayed. Look for the VDisk
UID that matches the <vpath serial number> and remember the VDisk name or ID.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

svcinfo 1shostvdiskmap -delim : 2

The resulting output

id:name:SCSI_id:vdisk id:vdisk name:wwpn:vdisk UID

2:host2:0:10:vdisk10:0000000000000ACA:6005076801958001500000000000000A
2:host2:1:11:vdisk11:0000000000000ACA:6005076801958001500000000000000B
2:host2:2:12:vdisk12:0000000000000ACA:6005076801958001500000000000000C
2:host2:3:13:vdisk13:0000000000000ACA:6005076801958001500000000000000D
2:host2:4:14:vdisk14:0000000000000ACA: 6005076801958001500000000000000E
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Isiogrp

The list report style can be used to obtain two styles of report.

1. Alist containing concise information about all the IO groups visible to the
cluster. (Each entry in the list corresponds to a single I/O group.)

2. The detailed information about a single I/O group.

Syntax
»— svcinfo — — lsiogrp — |_ _| >
-filtervalue — attrib=value
I— -nohdr —| I— -delim — delimiter —| i: object_id —
name
I— -filtervalue? —|
Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
Isiogrpcommand are:

e HWS_name
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¢ HWS_unique_id
* node_count
* name

e id

Description

This command will return a concise list or a detailed view, of I/O groups visible to
the cluster.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise and detailed invocation example
svcinfo 1siogrp -delim :

The concise and detailed resulting output

id:name:node_count:vdisk_count
:io_grp0:1:0

:io_grpl:0:0

:io_grp2:0:0

:i0_grp3:0:0
:recovery_io_grp:0:0

PN O

A detailed and detailed invocation example
svcinfo 1siogrp -delim : 2

The detailed and detailed resulting output
id:2

name:io_grp2

node_count:0

vdisk_count:0

Related topics
* |Chapter 15, “Attributes of the -filtervalue argument,” on page 171]
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Isiogrpcandidate

You can use the Isiogrpcandidate command to list the I/O groups that can have
nodes added to them.

Syntax

»»— svcinfo — — Tsiogrpcandidate — |_ >
-nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of I/O groups to which nodes can be added. Only the
I/0 group IDs are returned.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1siogrpcandidate -delim :

The resulting output

Chapter 17. Information commands 239



BN O —

240 Command-Line Interface User’s Guide



Isiostatsdumps

You can use the Isiostatsdumps command to return a list of dumps in
/dumps/iostats directory.

Syntax
»»— svcinfo — — Tsiostatsdumps — >
I— -nohdr —|
|— -delim — delimiter J i: node_id ﬂ
node_name
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If
you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of I/O statistics dumps. These dumps are created as a
result of issuing the svctask startstats command. If you do not specify a node, the
dumps available on the configuration node will be listed. The command will
display files from the /dumps/iostats directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo 1siostatsdumps
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The resulting output

id jostat_filename
0 v_stats_mala75_031123_072426
1 m_stats_mala75_031123_072425

Related topics

Chapter 16, “Overview of the list dump commands,” on page 179
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Isiotracedumps

You can use the Isiotracedumps command to returns a list of files in the
/dumps/iotrace directory.

Syntax
»»— svcinfo — — Tsiotracedumps — >
I— -nohdr —|
|— -delim — delimiter J i: node_id ﬂ
node_name
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If
you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of I/O trace dumps. These dumps are created as a
result of issuing the svctask settrace command. If you do not specify a node, the
dumps available on the configuration node will be listed. The command will
display files from the /dumps/iotrace directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* There are no error codes associated with the svcservicemodeinfo Isiotracedumps
command.
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Examples

An invocation example

svcinfo 1siotracedumps

The resulting output

id iotrace_filename

cl_mala75_030405_092155
c2_mala75_030405_092156
c3_mala75_030405_092158
c4_mala75_030405_092159
c5_mala75_030405_092201

W= O

Related topics
» |Chapter 16, “Overview of the list dump commands,” on page 179
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Islicense

You can use the Islicense command to return the current license (featurization)
settings for the cluster.

Syntax

»»— svcinfo — — 1slicense — ><
I— -nohdr —| I— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns the licensed features of the cluster. That is, the copy
services status and the capacity of virtual storage licensed for use by this cluster.

You can issue the svcinfo Islicense command to return the current license
(featurization) settings for the cluster. You can issue the svctask chlicense
command to change the licensed settings of the cluster. Because the feature settings
are entered when the cluster is first created, you need to update the settings only if
you have changed your license. You can change the following values:

* FlashCopy: disabled or enabled
* Remote Copy: disabled or enabled
* Virtualization limit: number, in gigabytes (1073741824 bytes)

The output displayed lists the feature functions in a list and displays whether they
are enabled or disabled.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
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Examples

An invocation example

svcinfo 1slicense

The resulting output

feature_flash on
feature_remote on
feature_num_gb 32
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Ismdisk

The list report style can be used to obtain two styles of report.

1. Alist containing concise information about all the managed disks visible to the
cluster. (Each entry in the list corresponds to a single managed disk.)
2. The detailed information about a single managed disk.
Syntax
»— svcinfo — — Tsmdisk — >
L -filtervalue — attrib=value B | L -nohdr Bl
-unit b
kb
mb
gb
pb
tb
»— >
I— -bytes —| I— -delim — delimiter —| i: object_id —

name

I— -filtervalue? —|

A\
A

Parameters

-filtervalue attribute=value

Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-bytes

Optionally used to display all capacities as bytes.

-delim delimiter

By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.
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object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo Ismdisk
command are:

* name

e id

e gtatus

* mode

* mdisk_grp_id

¢ mdisk_grp_name
* capacity

e controller name

Description

This command will return a concise list or a detailed view, of MDisks visible to the
cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status offline, excluded, degraded, online
mode unmanaged, managed, image
quorum index 0/1/2 valid Quorum index

When back-end controllers are added to the fibre-channel SAN and are included in
the same switch zone as a SAN Volume Controller Cluster the cluster will
automatically discover the back-end controller and will integrate the controller to
determine what storage it is presented to the SAN Volume Controller. The SCSI
LUs presented by the back-end controller will be displayed as unmanaged MDisks.
If however the configuration of the back-end controller is modified after this has
occurred then the SAN Volume Controller may be unaware of these configuration
changes. This task allows a user to request the SAN Volume Controller to re-scan
the fibre-channel SAN to update the list of unmanaged Mdisks.

Note: The automatic discovery performed by SAN Volume Controller does not
write anything to a unmanaged MDisk. It is only when a the user instructs
the SAN Volume Controller to add a MDisk to a managed disk group or use
a Mdisk to create an image mode virtual disk that the storage will actually
be used.

Discovering MDisks: Check to see which MDisks are available by issuing the
svctask detectmdisk command to manually scan the fibre-channel network for any
MDisks. Issue the svcinfo Ismdiskcandidate command to show the unmanaged
MDisks. These MDisks have not been assigned to an MDisk group. Alternatively,
you can issue the svcinfo Ismdisk command to view all of the MDisks.
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Each MDisk corresponds with a single RAID array, or a single partition on a given
RAID array. Each RAID controller will define a LUN number for this disk. The
LUN number and controller name or ID are needed to be able to determine the
relationship between mdisks and RAID arrays or partitions.

Determining the relationship between MDisks and RAID arrays or LUNs: Show
the detailed view of the given MDisk <mdiskname>, by issuing the following
command:

svcinfo Tsmdisk <mdiskname>
where <mdiskname> is the name of the MDisk.

Note: Remember the controller name or controller ID and controller LUN number.
Show the detailed view of the controller determined in by issuing the following
command:

svcinfo Tscontroller <controllername>
where <controllername> is the name of the controller.

Note: Remember the vendor ID, product ID, and WWNN. Use these to determine
what is being presented to the MDisk.

From the native user interface for the given controller, list the LUNSs it is

presenting and match the LUN number. This will tell you the exact RAID array or

partition that corresponds with the MDisk.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo Tsmdisk -delim :

The concise resulting output

id:name:status:mode:mdisk _grp_id:mdisk_grp name:capacity:
ctrl_LUN_#:controller_name:UID
0:mdisk0:online:managed:0:mdiskgrp0:68.4GB:0000000000000000:controllerd:
20000004¢f24222a000000000000000000000000000000000000000000000000
l:mdiskl:online:managed:0:mdiskgrp0:68.4GB:0000000000000000:controllerl:
20000004¢cf1fd19d000000000000000000000000000000000000000000000000
2:mdisk2:online:managed:0:mdiskgrp0:68.4GB:0000000000000000: controller2:
20000004¢f242531000000000000000000000000000000000000000000000000
3:mdisk3:online:managed:0:mdiskgrp0:68.4GB:0000000000000000:controller3:
20000004cf1fd7a0000000000000000000000000000000000000000000000000
4:mdisk4:online:unmanaged:::68.4GB:0000000000000000:controllers:
20000004¢f241308000000000000000000000000000000000000000000000000
5:mdisk5:onTine:unmanaged:::68.4GB:0000000000000000:controller5:
20000004¢cf2412ca000000000000000000000000000000000000000000000000
6:mdisk6:onTine:unmanaged:::68.4GB:0000000000000000:controller6:
20000004¢f242123000000000000000000000000000000000000000000000000
7:mdisk7:onTine:unmanaged:::68.4GB:0000000000000000:controller?:
20000004¢f2412ac000000000000000000000000000000000000000000000000
8:mdisk8:online:unmanaged:::68.4GB:0000000000000000:controller8:
20000004¢f2421de000000000000000000000000000000000000000000000000
9:mdisk9:online:unmanaged:::68.4GB:0000000000000000: controller9:
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20000004cf1fd7cc000000000000000000000000000000000000000000000000
10:mdiskl0:online:unmanaged:::68.4GB:0000000000000000:controllerl0:
20000004cf1ffe88000000000000000000000000000000000000000000000000
11:mdiskll:online:unmanaged:::68.4GB:0000000000000000:controllerll:
20000004cf2412aa000000000000000000000000000000000000000000000000
12:mdiskl12:online:unmanaged:::68.4GB:0000000000000000:controllerl2:
20000004¢cf242374000000000000000000000000000000000000000000000000
13:mdisk13:onTine:unmanaged:::68.4GB:0000000000000000: controllerl3:
20000004cf2419fe000000000000000000000000000000000000000000000000
14:mdiskl4:online:unmanaged:::68.4GB:0000000000000000:controllerls:
20000004¢1241932000000000000000000000000000000000000000000000000

A detailed invocation example
svcinfo Tsmdisk -delim : 2

The detailed resulting output
id:2

name:mdisk2

status:online

mode : unmanaged

mdisk_grp_id:

mdisk_grp_name:
capacity:68.4GB

quorum_index:

block_size:512
controller_name:controller2
ctrl_type:4
ctrl_WWNN:20000004CF242531
controller_id:2

path_count:1

max_path_count:1

ctrl_LUN_#:0
UID:20000004cf242531000000000000000000000000000000000000000000000000

Related topics
« |Chapter 15, “Attributes of the -filtervalue arcument,” on page 171]
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Ismdiskcandidate

You can use the Ismdiskcandidate command to list all of the unmanaged MDisks.

Syntax

»»— svcinfo — — 1smdiskcandidate — >
I— -nohdr —|

I— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of MDisks that are unmanaged. Only the MDisk IDs
are returned.

When back-end controllers are added to the fibre-channel SAN and are included in
the same switch zone as a SAN Volume Controller Cluster the cluster will
automatically discover the back-end controller and will integrate the controller to
determine what storage it is presented to the SAN Volume Controller. The SCSI
LUs presented by the back-end controller will be displayed as unmanaged MDisks.
If however the configuration of the back-end controller is modified after this has
occurred then the SAN Volume Controller may be unaware of these configuration
changes. This task allows a user to request the SAN Volume Controller to re-scan
the fibre-channel SAN to update the list of unmanaged Mdisks.

Note: The automatic discovery performed by SAN Volume Controller does not
write anything to a unmanaged MDisk. It is only when a the user instructs
the SAN Volume Controller to add a MDisk to a managed disk group or use
a Mdisk to create an image mode virtual disk that the storage will actually
be used.
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Discovering MDisks: Check to see which MDisks are available by issuing the
svctask detectmdisk command to manually scan the fibre-channel network for any
MDisks. Issue the svcinfo Ismdiskcandidate command to show the unmanaged
MDisks. These MDisks have not been assigned to an MDisk group. Alternatively,
you can issue the svcinfo Ismdisk command to view all of the MDisks.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1smdiskcandidate

The resulting output
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Ismdiskextent

You can use the Ismdiskextent command to return the extent allocation between
managed disks and virtual disks.

Syntax

»»— svcinfo — — Ismdiskextent — >

I— -nohdr —|

> —[ mdisk_name <
|— -delim — delimiter J mdisk_id J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

mdisk name | mdisk _id
Specifies the specific object ID or name of the given type.

Description

The command returns a list, in which each entry contains a VDisk ID and the
number of extents. These VDisks are using extents on the specified MDisk. The
number of extents being used on each MDisk is also shown.

Every VDisk is constructed from one or more mdisks. At times you may need to
determine the relationship between the two objects. The following procedure

allows you to determine the relationships.

Determining the relationship between VDisks and MDisks: For a given VDisk
<vdiskname/id>, issue the following command:

svcinfo Tsvdiskmember <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a list of IDs
that correspond to the MDisks that make up the VDisk.
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Determining the relationship between VDisks and MDisks and the number of
extents provided by each MDisk: If you wish more details, you can also
determine the number of extents that make are being provided by each MDisk.
This procedure can only be performed using the command line interface. For a
given VDisk <vdiskname/id>, issue the following command:

svcinfo Tsvdiskextent <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a table of
MDisk IDs and the corresponding number of extents each MDisk is providing as
storage for the given VDisk.

Determining the relationship between MDisks and VDisks: For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo 1smdiskmember <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This will return a list of IDs
that correspond to the VDisks that are using this MDisk.

Determining the relationship between MDisks and VDisks and the number of
extents used by each VDisk: If you wish more details, you can also determine the
number of extents that this MDisk is providing for each VDisk. This procedure can
only be performed using the command line interface. For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo Tsmdiskextent <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This returns a table of
VDisk IDs and the corresponding number of extents being used by each VDisk.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

« CMMVC5854E The extent information was not returned because the extent is
not used or does not exist.

* CMMVC5855E The extent information was not returned because the managed
disk (MDisk) is not used by any virtual disk (VDisk).

e CMMVC5864E The extent information was not returned because the source
extent is not used.

e CMMVC5865E The extent information was not returned because the extent is
out of range for the managed disk (MDisk) or virtual disk (VDisk).

¢ CMMVC6005E The view request failed as the specified object is not a member of
an appropriate group.

Examples

An invocation example
svcinfo Tsmdiskextent 2

The resulting output
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number_of_extents
1
1
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Ismdiskgrp

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all the managed disk groups in a
cluster. (Each entry in the list corresponds to a single managed disk group.)

2. The detailed information about a single managed disk group.
Syntax

»»— svcinfo — — Tsmdiskgrp — >
I— -filtervalue — attrib=value —|

\
\/

I— -nohdr —| I— -bytes —| I— -delim — delimiter —|

Y
v
A

i: object_id — l— -filtervalue? —|
name

Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-bytes
Optionally used to display all capacities as bytes.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.
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-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
Ismdiskgrp command are:

* name

* storage_pool_id
¢ mdisk_count

e vdisk_count

* extent_size

e status

e id

Description

This command will return a concise list or a detailed view, of MDisk groups visible
to the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status online, degraded, offline

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo 1smdiskgrp -delim :

The concise resulting output

id:name:status:mdisk count:vdisk count:capacity:extent size:free capacity
0:mdiskgrpO:online:5:0:341.8GB:16:341.8GB
1:mdiskgrpl:online:0:0:0:16:0

A detailed invocation example
svcinfo 1smdiskgrp -delim : 0

The detailed resulting output

id:0

name:mdiskgrp0
status:online
mdisk_count:5

vdisk _count:0
capacity:341.8GB
extent_size:16
free_capacity:341.8GB

Related topics
» [Chapter 15, “Attributes of the -filtervalue argument,” on page 171]
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Ismdiskmember

You can use the Ismdiskmember command to returns a list of VDisks that are
using extents on the specified MDisk.

Syntax
»»— svcinfo — — 1smdiskmember — >
I— -nohdr —|
> mdisk_id ><
L -delim — delimiter ] —[ mdisk_name ]
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

mdisk _id | mdisk name
Specifies the ID or name of the MDisk for which the user wants a list of
VDisks using extents of that MDisk.

Description

This command returns a list of virtual disks that use extents on the specified
managed disk. These are the virtual disks that are using extents on the managed
disk specified by the ID. The list returned is the members of the respective object
and is independent of the state of the individual members, that is, if they are in
offline state, they are still returned.

Every VDisk is constructed from one or more mdisks. At times you may need to
determine the relationship between the two objects. The following procedure

allows you to determine the relationships.

Determining the relationship between VDisks and MDisks: For a given VDisk
<vdiskname/id>, issue the following command:

svcinfo Tsvdiskmember <vdiskname/id>
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where <vdiskname/id> is the name or ID of the VDisk. This will return a list of IDs
that correspond to the MDisks that make up the VDisk.

Determining the relationship between VDisks and MDisks and the number of
extents provided by each MDisk: If you wish more details, you can also
determine the number of extents that make are being provided by each MDisk.
This procedure can only be performed using the command line interface. For a
given VDisk <vdiskname/id>, issue the following command:

svcinfo Tsvdiskextent <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a table of
MDisk IDs and the corresponding number of extents each MDisk is providing as
storage for the given VDisk.

Determining the relationship between MDisks and VDisks: For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo 1smdiskmember <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This will return a list of IDs
that correspond to the VDisks that are using this MDisk.

Determining the relationship between MDisks and VDisks and the number of
extents used by each VDisk: If you wish more details, you can also determine the
number of extents that this MDisk is providing for each VDisk. This procedure can
only be performed using the command line interface. For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo Tsmdiskextent <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This returns a table of
VDisk IDs and the corresponding number of extents being used by each VDisk.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1smdiskmember 1

The resulting output

id
0
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Ismigrate

You can use the Ismigrate command to show the progress of all the data migration
operations currently in progress.

Syntax

»— svcinfo — — lsmigrate — ><
l— -nohdr —| I— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays information of all migrations currently in progress.

Possible failures

¢ CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples
An invocation example
svcinfo Ismigrate -delim :

The resulting output

migrate_type:progress:migrate_source_vdisk_index:
migrate_target mdisk_grp:max_thread_count
3:53:0:1:2

260 Command-Line Interface User’s Guide



Isnode

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all the nodes on a cluster. (Each
entry in the list corresponds to a single node.)

2. The detailed information about a single node.

Syntax
P svemte T fenade I— -filtervalue — attrib=value —| "
" L -nohdr l L -delim — delimiter l i: object_id — "
name
" I— -filtervalue? —| R
Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo lsnode
command are:

¢ node_name
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e id

e status

e IO_group_name
* 10_group_id

* name

Description

This command will return a concise list or a detailed view, of nodes visible to the
cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status offline, pending, online, adding, deleting
config node no, yes
port status not present, online, offline

Determining a node’s WWPNs: List the nodes in the cluster by issuing the
following command:

svcinfo Tsnode

Note: Remember the node name or ID as you will need it in the next step.
For the node or nodes in question, issue the following command:

svcinfo Tsnode <nodename/id>
where <nodename/id> is the node name or ID.
Note: Remember the four port ID’s (WWPNSs).

Attention: If the node is in adding state, the WWPN will be displayed as
0000000000000000. Once the node has successfully become a member of the cluster,
the state will change to online and the WWPN will be displayed correctly.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo Tsnode -delim :

The concise resulting output

id:name:UPS_serial_number:WWNN:
status:I0 group_id:I0 _group name:config node:UPS unique_id

1:nodel:UPS_Fake_SN:50050768010007E5:0onTine:0:
i0_grp0:yes:10000000000007E5

A detailed invocation example
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svcinfo 1snode -delim = 1

The detailed resulting output
id=1

name=nodel
UPS_serial_number=UPS_Fake_SN
WWNN=50050768010007E5
status=online

I0_group_id=0
I0_group_name=io_grp0
partner_node_id=
partner_node_name=
config_node=yes
UPS_unique_id=10000000000007E5
port_id=50050768011007E5
port_status=active
port_id=50050768012007E5
port_status=inactive
port_id=50050768013007E5
port_status=not_installed
port_id=50050768014007E5
port_status=not_installed

Related topics

+ |Chapter 15, “Attributes of the -filtervalue arecument,” on page 171
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Isnodecandidate

264

You can use the Isnodecandidate command to list all of the nodes that are not
assigned to a cluster.

Syntax

»»— svcinfo — — lsnodecandidate — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of nodes that are not assigned to a cluster.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1snodecandidate -delim :

The resulting output

id:panelname:UPS serial number:UPS unique id
500507680100D131:rich:UPS_Fake SN:100000000000D131
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Isnodevpd

You can use the Isnodevpd command to return the vital product data (VPD) for
the given node.

Syntax

»»— svcinfo — — Tsnodevpd — >
I— -nohdr —| I— -delim — delimiter —|

>— —[ node_id <
node_name J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node to view in terms of its node ID or name.

Description

This command returns the VPD for the specified node. Each field is reported on a
new line. All fields are strings. The VPD is split into sections. Each section has a
section heading. Following the heading is the number of fields in that section. Each
section is separated by an empty line. For example:

section name:3 fields
field1:value
field2:value
field3:value
new section:x fields

Some sections contain information about multiple objects of that type. Each object
within the section is separated by an empty line. For example:
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section name:4 fields
objectl fieldl:value
objectl field2:value

object2 fieldl:value
object2 field2:value

new section: x fields

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

svcinfo 1snodevpd 1

The resulting output
id 1
system board: 17 fields

part_number Unknown
system_serial_number 550117N
number_of_processors 2
number_of memory slots 4
number_of_fans 0
number_of_FC_cards 1

number_of_scsi/ide_devices 2
BIOS_manufacturer IBM

BIOS version -[QAE115AUS-1.01]-

BIOS release date 08/16/2001
system_manufacturer IBM

system product eserver xSeries 342 -[86691RX]-
planar_manufacturer IBM
power_supply_part_number Unknown
CMOS_battery_part_number Unknown
power_cable_assembly_part_number Unknown
service_processor_firmware N/A

processor: 6 fields
processor_location Processor 1
number_of_caches 2

manufacturer Genuinelntel
version Pentium III

speed 1000

status Enabled

processor cache: 4 fields
type_of_cache Internal L1 Cache
size_of cache (KB) 32

type _of cache Internal L2 Cache
size_of_cache (KB) 256

processor: 6 fields

processor_location Processor 2
number_of_caches 2
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manufacturer Genuinelntel
version Pentium III

speed 1000

status Enabled

processor cache: 4 fields
type_of_cache Internal L1 Cache
size_of_cache (KB) 32

type_of _cache Internal L2 Cache
size_of_cache (KB) 256

memory module: 16 fields
part_number 33L5039
device_location J1

bank _location Slotl in bank 1
size (MB) 1024

part_number 33L5039
device_location J4
bank_Tocation STot2 in bank 1
size (MB) 1024

part_number N/A
device_location J2

bank _location Slotl in bank 2
size (MB) 0

part_number N/A
device_location J3

bank _location Slot2 in bank 2
size (MB) 0

FC card: 5 fields
part_number 64P7783
port_numbers 1 2
device_serial_number VSI 0000AD3F4
manufacturer Agilent
device DX2

device: 15 fields
part_number Unknown

bus ide0

device 0

model LG CD-ROM CRN-8245B
revision 1.13
serial_number
approx_capacity 0
part_number Unknown

bus scsi

device 0

device_vendor IBM-ESXS
model ST318305LC 1#
revision 6C48
serial_number 3JKQ93B903196C48
approx_capacity 8
software: 5 fields
code_level 00000000
node_name nodel
ethernet_status 1

WWNN 0x50050768010007e5

id 1

front panel assembly: 3 fields
part_number Unknown
front_panel_id Tynn02
front_panel_locale en_US

UPS: 10 fields
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electronics_assembly part_number FakElec
battery part_number FakBatt
frame_assembly part _number FakFram
input_power_cable_part_number FakCabl
UPS_serial_number UPS_Fake_SN

UPS_type Fake UPS
UPS_internal_part_number UPS_Fake_PN
UPS_unique_id 0x10000000000007e5
UPS_main_firmware 1.4

UPS_comms_firmware 0.0
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Isrcconsistgrp

The list report style can be used to obtain two styles of report.

1. The attributes of the Remote Copy consistency group, plus the ID and name of
every relationship which is in the group.

2. The detailed information about a single Remote Copy consistency group.

Syntax
»»— svcinfo — — lsrcconsistgrp — |_ _| >
-filtervalue — attrib=value
I— -nohdr —| I— -delim — delimiter —| i: object_id —
name
I— -filtervalue? —|
Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
Isrcconsistgrp command are:

* group_id
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* name

e master_cluster_id

* master_cluster_name
e aux_cluster_id

e aux_cluster_name

* primary

¢ state

* relationship_count

* id

Description

This command will return a concise list or a detailed view, of Remote Copy
consistency groups visible to the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

primary n/a, master, aux

state inconsistent_stopped, inconsistent_copying, consistent_stopped,
consistent_synchronized, idling, idling_disconnected,
inconsistent_disconnected consistent_disconnected, empty

freeze_time The time in YY/MM/DD/HH/MM format.
status online, primary_offline, secondary_offline
sync in_sync, out_of_sync

Note: The names of the Remote Copy relationships and consistency groups may
be blank if the relationship or consistency groups are inter-cluster and the
cluster partnership is disconnected.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example

svcinfo 1srcconsistgrp -delim :

The concise resulting output

id:name:master _cluster_id:master _cluster_name:aux_cluster_id:aux_cluster_name:pr
imary:state:relationship_count

248:jdemo_BA cons1:0000020060406746:clusterB:0000020061413ABA:cTusterA:master:co
nsistent_stopped:2

249:rccstgrp0:0000020061413ABA: clusterA:0000020061413ABA: clusterA: :empty:0
250:jdemo_BA_cons2:0000020060406746:clusterB:0000020061413ABA: cTusterA:master:in
consistent_stopped:1
251:BA_cons1:0000020060406746:clusterB:0000020061413ABA:clusterA:master:consiste
nt_stopped:4

252:AB_cons2:0000020061413ABA: cTusterA:0000020060406746:clusterB: :empty:0
253:AB_cons1:0000020061413ABA: cTusterA:0000020060406746:clusterB:aux:consistent_
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stopped:3

254:AA_cons2:0000020061413ABA:clusterA:0000020061413ABA:clusterA: :empty:0
255:AA cons1:0000020061413ABA:clusterA:0000020061413ABA:clusterA:master:consiste

nt_synchronised:2

A detailed invocation example
svcinfo 1srcconsistgrp -delim : 254

The detailed resulting output
id:254

name:rccstgrp0
master_cluster_id:0000010030A007E5
master_cluster_name:kkk
aux_cluster_id:0000010030A007E5
aux_cluster_name:kkk
primary:master
state:inconsistent_stopped
relationship_count:1
freeze_time:

status:online

sync:

RC_rel_id:2

RC_rel_name:aaa

Related topics

* |Chapter 15, “Attributes of the -filtervalue argument,” on page 171
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Isrcrelationship

272

The list report style can be used to obtain two styles of report.

1. A list containing concise information about all the Remote Copy relationships
visible to the cluster. (Each entry in the list corresponds to a single Remote
Copy relationship.)

2. The detailed information about a single Remote Copy relationship.

Syntax

»»— svcinfo — — Tsrcrelationship —

e
I— -filtervalue — attrib=value —|

I— -nohdr —| I— -delim — delimiter —| i: object_id —
name

v
v
A

I— -filtervalue? —|

Parameters

-filtervalue attribute=value
Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name
Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo
Isrcrelationship command are:

Command-Line Interface User’s Guide



e RC rel id

¢ RC_rel_name

* master_cluster_id

¢ master_cluster_name
e master_vdisk_id

¢ master_vdisk_name
e aux_cluster_id

* aux_cluster_name

e aux_vdisk_id

e aux_vdisk_name

* primary

* consistency_group_id
* consistency_group_name
e state

* progress

Description

This command will return a concise list or a detailed view, of Remote Copy
relationships visible to the cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

primary n/a, master, aux

state inconsistent_stopped, inconsistent_copying, consistent_stopped,
consistent_synchronized, idling, idling_disconnected,
inconsistent_disconnected, consistent_disconnected

progress 0-100, or n/a

freeze time The time in YY/MM/DD/HH/MM format.
status online, primary_offline, secondary_offline
sync n/a, in_sync, out_of_sync

Note: The names of the Remote Copy relationships and consistency groups may
be blank if the relationship or consistency groups are inter-cluster and the
cluster partnership is disconnected.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise and detailed invocation example
svcinfo 1srcrelationship -delim : -filtervalue name=j*

The concise and detailed resulting output

id:name:master_cluster_id:master_cluster_name:master_vdisk_id:master_vdisk_name:
aux_cluster_id:aux_cluster_name:aux_vdisk_id:
aux_vdisk_name:primary:consistency_group_id:consistency_group_name:state:bg_copy
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_priority:progress
45:jrel_AB1:0000020061413ABA:clusterA:45:jdisk_B8:0000020060406746:clusterB:38:]
disk Bl:master:::consistent stopped:50:

46:jrel_AB2:0000020061413ABA: clusterA:46:jdisk_A2:0000020060406746:clusterB:39:]
disk_B2:master:::consistent_stopped:50:

47:jrel_AB3:0000020061413ABA: cTusterA:47:jdisk_A3:0000020060406746:clusterB:40:]
disk_B3:master:::consistent_stopped:50:
48:jrel_AB4:0000020061413ABA:cTusterA:48:jdisk_A4:0000020060406746:clusterB:41:j
disk_B4:master:::consistent_synchronised:50:
49:jrel_BA_1:0000020060406746:clusterB:42:jdisk_B5:0000020061413ABA:cTusterA:49:
jdisk_Ab:master:248:jdemo_BA_consl:consistent

_stopped:50:
50:jrel_BA_2:0000020060406746:clusterB:43:jdisk_B6:0000020061413ABA:clusterA:50:
jdisk_A6:master:248:jdemo_BA_consl:consistent

_stopped:50:
51:jrel_BA_3:0000020060406746:clusterB:44:jdisk_B7:0000020061413ABA:clusterA:51:
jdisk _A7:master:250:jdemo BA cons2:inconsiste

nt_stopped:50:0
52:jrel_BA_4:0000020060406746:cTusterB:45:jdisk_B8:0000020061413ABA: clusterA:52:
jdisk_A8:master:::inconsistent_stopped:50:0

A detailed invocation example
svcinfo 1srcrelationship -delim : AB_2

The detailed resulting output
id:9
name:AB 2
master_cluster_id:0000020061413ABA
master_cluster_name:clusterA
master_vdisk_id:9
master_vdisk_name:stripe9
aux_cluster_id:0000020060406746
aux_cluster_name:clusterB
aux_vdisk_id:9
aux_vdisk_name:stripe9_b
primary:master
consistency group_id:
consistency_group_name:
state:consistent_stopped
bg_copy_priority:50
progress:
freeze_time:2003/07/05/08/26/46
status:secondary_offline
sync:in_sync

Related topics
* |Chapter 15, “Attributes of the -filtervalue argument,” on page 171]
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Isrcrelationshipcandidate

You can use the Isrcrelationshipcandidate to list VDisks that are eligible to form
Remote Copy relationships. You can list suitable VDisks on the local or remote
cluster.

Syntax

»»— svcinfo — — Tsrcrelationshipcandidate

v

I— -master —[ master_vdisk_id I— -aux —[ aux_cluster_id jJ
master_vdisk_name aux_cluster_name
> >

I— -nohdr —| I— -delim — delimiter —|

Parameters

-master master_vdisk_id | master_vdisk_name
You can use this parameter to specify a particular vdisk that you want to use
as the master vdisk. The command will then look for candidates that match the
size of this vdisk. If you are requesting candidate vdisks on the local cluster,
this command will also match the io_group.

-aux aux_cluster_id | aux_cluster_name
Specifies a remote cluster to find vdisk candidates for an inter-cluster
relationship. If you do not specify this parameter, the candidates on the local
cluster are returned.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of VDisks that can be the master or auxiliary disk for
a Remote Copy relationship. VDisk IDs and names are returned.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
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* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1srcrelationshipcandidate -delim :

The resulting output

id:vdisk_name
0:vdiskO
4:vdiskd
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Isrcrelationshipprogress

You can use the Isrcrelationshipprogress command to return the progress of the
background copy of a Remote Copy relationship. When the initial background
copy process for a relationship has completed, null will be displayed for the
progress of that relationship.

Syntax

v

»»— svcinfo — — lsrcrelationshipprogress — |_ _|
-nohdr

> —[ rcrelationship_id <
I— -delim — delimiter —| rcrelationship_name —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

rcrelationship_id | rcrelationship_name
Specifies the specific object ID or name of the given type.

Description

This command returns the percentage progress of the background copy of a
Remote Copy relationship.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

svcinfo 1srcrelationshipprogress -delim : 0
The resulting output
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id:progress
0:58
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Issoftwaredumps

You can use the Issoftwaredumps command to return a list of software packages
from the /home/admin/upgrade directory.

Syntax

»»— svcinfo — — Tssoftwaredumps — >

I— -nohdr —|
|— -delim — delimiter J i: node_id ﬂ
node_name

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

node_id | node_name
Specifies the node ID or name to list the available dumps of the given type. If
you do not specify a node, the dumps available on the configuration node are
listed.

Description

This command returns a list of software upgrade packages. These packages are
copied across as a result of software upgrades If you do not specify a node, the
packages available on the configuration node will be listed. The command will
display files from the /home/admin/upgrade directory.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo 1ssoftwaredumps
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The resulting output

id software_filename

0 sl mala75_030405_092143
1 s2_mala75_030405_092145
2 s3_mala75_030405_092146

Related topics
* |Chapter 16, “Overview of the list dump commands,” on page 179
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Issshkeys

You can use the lssshkeys command to return a list of SSH keys that are available
on the cluster.

Syntax

service — l— -nohdr —|

»»— svcinfo — — Tssshkeys — — -user ii admin >
all

v
A

I— -delim — delimiter —|

Parameters

-user admin | service | all
Specifies if the user wants to see a list of keys that can be used by a service
user only, by an admin user only or the list for both user types.

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of all the keys available on the cluster for the given
userid.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples
An invocation example
svcinfo 1ssshkeys -user all -delim :

The resulting output

id:userid_key:identifier
l:admin:admin
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Istimezones

You can use the Istimezones command to list the timezones available on the
cluster.

Syntax

»»— svcinfo — — Istimezones — ><
I— -nohdr —| I— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a list of all the timezones available on the cluster. Each
timezone is assigned an ID. This ID can be used in the svctask settimezone
command.

Possible failures
e CMMYVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo 1stimezones

The resulting output

id timezone
Africa/Abidjan
Africa/Accra
Africa/Addis_Ababa
Africa/Algiers
Africa/Asmera
Africa/Bamako
Africa/Bangui

DO WO
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Isvdisk

The list report style can be used to obtain two styles of report.

1.

A list containing concise information about all the virtual disks visible to the
cluster. (Each entry in the list corresponds to a single virtual disk.)

2. The detailed information about a single virtual disk.

Syntax

»»— svcinfo — — lsvdisk —

v

I— -filtervalue — attrib=value —|

\

v

I— -nohdr —| I— -bytes —| I— -delim — delimiter —|

i: object_id — l— -filtervalue? —|
name

Parameters

-filtervalue attribute=value

Optionally specifies a list of one or more filters. Only objects with a value that
matches the filter attribute value are returned. If a capacity is specified, the
units must also be included.

-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-bytes

Optionally used to display all capacities as bytes.

-delim delimiter

By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

object_id | name

Optionally specifies the name or ID of an object. If not supplied, the concise
view of all objects, or all of those objects matching the filtering requirements in
-filtervalue (if specified), of the given type are returned. If supplied, the
detailed view of the specific object is returned, and any filtervalue entry (if
entered) is ignored.

Chapter 17. Information commands 283



-filtervalue?
Display a list of valid filter attributes. The valid filters for the svcinfo Isvdisk
command are:

¢ vdisk_name

o vdisk_id

* 10_group_id

e IO_group_name
e status

¢ mdisk_grp_name
* mdisk_grp_id
* capacity

* type

* FC_id

* FC_name

* RC_id

¢ RC_name

®* hame

e id

Description

This command will return a concise list or a detailed view, of VDisks visible to the
cluster.

The following list provides possible values that are applicable to the attributes that
are displayed as data in the output views:

status offline, online

capacity Rounded to GB (2 decimal places) or MB if less than 1GB.
type sequential, striped, image

formatted no, yes

mdisk id Not used for striped

mdisk name Not used for striped

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

A concise invocation example
svcinfo Tsvdisk -delim :

The concise resulting output

id:name:10 _group_id:I0_group_name:status:mdisk _grp_id:mdisk_grp_name
:capacity:type:FC_id:FC_name:RC_id:RC_name
0:vdisk0:0:i0_grp0O:degraded:0:mdiskgrp0:16.0MB:seq::::
l:vvdisktwo:0:10_grp0:degraded:0:mdiskgrp0:16.0MB:seq::::
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A detailed invocation example
svcinfo 1svdisk -delim : 1

The detailed resulting output
id:1

name:vvdisktwo
I0_group_id:0
I0_group_name:io_grp0
status:degraded

mdisk _grp_id:0
mdisk_grp_name:mdiskgrp0
capacity:16.0MB

type:seq

formatted:no

mdisk_id:2
mdisk_name:mdisk2
FC_id:0

FC_name:ffcmapl

RC_id:

RC_name:

throttling:0

preferred node_id:1

Related topics
+ |Chapter 15, “Attributes of the -filtervalue arecument,” on page 171
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Isvdiskextent

You can use the Isvdiskextent command to list the number of extents per MDisk
making up the VDisk. The number of extents being provided by each MDisk is
displayed.

Syntax

v

»»— svcinfo — — lsvdiskextent —
I— -nohdr —|

> —[ vdisk_name <
L -delim — delimiter —| vdisk_id _

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

vdisk_name | vdisk_id
Specifies one or more virtual disk IDs or names.

Description

The command returns a list, in which each entry contains a MDisk ID and the
number of extents. These MDisks are using extents on the specified VDisk. The
number of extents being used on each VDisk is also shown.

Every VDisk is constructed from one or more mdisks. At times you may need to
determine the relationship between the two objects. The following procedure

allows you to determine the relationships.

Determining the relationship between VDisks and MDisks: For a given VDisk
<vdiskname/id>, issue the following command:

svcinfo Tsvdiskmember <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a list of IDs
that correspond to the MDisks that make up the VDisk.
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Determining the relationship between VDisks and MDisks and the number of
extents provided by each MDisk: If you wish more details, you can also
determine the number of extents that make are being provided by each MDisk.
This procedure can only be performed using the command line interface. For a
given VDisk <vdiskname/id>, issue the following command:

svcinfo Tsvdiskextent <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a table of
MDisk IDs and the corresponding number of extents each MDisk is providing as
storage for the given VDisk.

Determining the relationship between MDisks and VDisks: For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo 1smdiskmember <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This will return a list of IDs
that correspond to the VDisks that are using this MDisk.

Determining the relationship between MDisks and VDisks and the number of
extents used by each VDisk: If you wish more details, you can also determine the
number of extents that this MDisk is providing for each VDisk. This procedure can
only be performed using the command line interface. For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo T1smdiskextent <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This returns a table of
VDisk IDs and the corresponding number of extents being used by each VDisk.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

e CMMVC5854E The extent information was not returned because the extent is
not used or does not exist.

* CMMVC5855E The extent information was not returned because the managed
disk (MDisk) is not used by any virtual disk (VDisk).

e CMMVC5864E The extent information was not returned because the source
extent is not used.

e CMMVC5865E The extent information was not returned because the extent is
out of range for the managed disk (MDisk) or virtual disk (VDisk).

Examples

An invocation example
svcinfo lsvdiskextent -delim : vdiskO

The resulting output

id:extent offset
0:0
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Isvdiskhostmap

You can use the Isvdiskhostmap command to list the VDisk to host mapping.

Syntax
»»— svcinfo — — Tsvdiskhostmap — |_ o _| >
" I— -delim — delimiter —| —[ \\;glzll:jgme —| A
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

vdisk id | vdisk_name
Specifies the virtual disk in terms of its ID or name. The SAN Volume
Controller returns a list of all the hosts to which this virtual disk is mapped
and the SCSI ID by which the virtual disk is mapped.

Description

This command returns a list of host IDs and names. These hosts have the specified
virtual disk mapped to them, that is, the virtual disk is visible to these hosts. The
SCSI LUN ID is also shown. The SCSI LUN ID is the ID by which the virtual disk
is being presented to the host.

Determining the host that a VDisk is mapped to: List the hosts that this VDisk is
mapped, by issuing the following command:

svcinfo Tsvdiskhostmap <vdiskname/id>
where <vdiskname/id> is the name or ID of the VDisk. A list is displayed. Look for

the host name or ID to determine which host this VDisk is mapped to. If no data is
returned, the VDisk is not mapped to any hosts.
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Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

The concise invocation example

svcinfo 1svdiskhostmap -delim : 3
The concise resulting output

id:name:SCSI_id:host_id:host_name:wwpn:vdisk UID
3:vdisk3:0:2:host2:0000000000100ABC:60050768018A00015000000000000003
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Isvdiskmember

You can use the lsvdiskmember command to return a list of MDisks that are
members of the specified VDisk.

Syntax
»»— svcinfo — — 1svdiskmember — >
I— -nohdr —|
> vdisk_id ><
L -delim — delimiter ] —[ vdisk_name ]
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

vdisk _id | vdisk_name
Specifies the name or ID of the VDisk for which the user requires the list of
member MDisks.

Description

This command returns a list of managed disks, which provide extents that make
up the virtual disk specified by the ID.

Every VDisk is constructed from one or more mdisks. At times you may need to
determine the relationship between the two objects. The following procedure
allows you to determine the relationships.

If the command used is the svcinfo Ismdiskmember command, the concise view
will return a list of virtual disks. These are the virtual disks that are using extents
on the managed disk specified by the ID. The list returned is the members of the
respective object and is independent of the state of the individual members, that is,
if they are in offline state, they are still returned.

Determining the relationship between VDisks and MDisks: For a given VDisk
<vdiskname/id>, issue the following command:
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svcinfo 1svdiskmember <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a list of IDs
that correspond to the MDisks that make up the VDisk.

Determining the relationship between VDisks and MDisks and the number of
extents provided by each MDisk: If you wish more details, you can also
determine the number of extents that make are being provided by each MDisk.
This procedure can only be performed using the command line interface. For a
given VDisk <vdiskname/id>, issue the following command:

svcinfo Tsvdiskextent <vdiskname/id>

where <vdiskname/id> is the name or ID of the VDisk. This will return a table of
MDisk IDs and the corresponding number of extents each MDisk is providing as
storage for the given VDisk.

Determining the relationship between MDisks and VDisks: For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo Tsmdiskmember <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This will return a list of IDs
that correspond to the VDisks that are using this MDisk.

Determining the relationship between MDisks and VDisks and the number of
extents used by each VDisk: If you wish more details, you can also determine the
number of extents that this MDisk is providing for each VDisk. This procedure can
only be performed using the command line interface. For a given MDisk
<mdiskname/id>, issue the following command:

svcinfo Tsmdiskextent <mdiskname/id>

where <mdiskname/id> is the name or ID of the MDisk. This returns a table of
VDisk IDs and the corresponding number of extents being used by each VDisk.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example
svcinfo 1svdiskmember 1

The resulting output

id
2
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Isvdiskprogress

You can use the Isvdiskprogress command to return the progress of the format of
a new virtual disk.

Syntax
»»— svcinfo — — Tsvdiskprogress — >
I— -nohdr —|
> vdisk_id ><
|— -delim — delimiter J —[ vdisk_name J
Parameters
-nohdr

By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

vdisk _id | vdisk_name
Specifies the specific object ID or name of the given type.

Description

This command returns the progress of the format of a new virtual disk as a
percentage completed.

Possible failures

e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5804E The action failed because an entity that was specified in the
command does not exist.

¢ CMMVC5805E The progress information was not returned because the
FlashCopy statistics are not ready yet.

Examples

An invocation example
svcinfo 1svdiskprogress -delim : O

The resulting output
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id:progress
0:58
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showtimezone

You can use the showtimezone command to display the current timezone settings
for the cluster.

Syntax

»»— svcinfo — — showtimezone — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns a single time-zone and its associated ID. This is the current
time-zone setting for the cluster. A list of available time-zones can be viewed by
running the svcinfo Istimezones command. The time-zone can be changed by
running the svctask settimezone command.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svcinfo showtimezone -delim :

The resulting output

id:timezone
522:UTC
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Chapter 18. Error log commands

The following commands enable you to work with error logs with the SAN
Volume Controller.

+ [“finderr” on page 296

e |“dumperrlog” on page 297|

* [“clearerrlog” on page 298

+ [“cherrstate” on page 299

» [“setevent” on page 300
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finderr

You can use the finderr command to analyze the error log for the highest severity
unfixed error.

Syntax
»»— svctask — — finderr ><
Description

The command scans the error log for any unfixed errors. Given a priority ordering
defined within the code, the highest priority unfixed error is returned to stdout.

You can use this command to determine the order in which to fix the logged
errors.

The Web-based directed maintenance procedures (DMPs) also use this command.

Possible failures

e There are no error codes.

Examples

An invocation example
svctask finderr

The resulting output
Highest priority unfixed error code is [1010]
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dumperriog

You can use the dumperrlog command to dump the contents of the error log to a
text file.

Syntax

»»— svctask — — dumperrlog — ><
I— -prefix — filename_prefix —|

Parameters

-prefix filename_prefix
A file name is created from the prefix and a time stamp, and has the following
format:

<prefix>_NNNNNN_YYMMDD_HHMMSS
where NNNNNN is the node front panel name.

Note: If the -prefix parameter is not supplied, the dump will be directed to a
file with a system-defined prefix of "errlog”.

Description

When executed with no arguments, the command dumps the cluster error log to a
file using a system-supplied prefix of "errlog”, which includes the node ID and
time stamp. When a file name prefix is provided, the same operation is performed
but the details are stored in the dumps directory in a file with a name that starts
with the specified prefix.

A maximum of ten error-log dump files are kept on the cluster. When the 11th
dump is made, the oldest existing dump file is overwritten.

Error log dump files are written to /dumps/elogs. The contents of this directory
can be viewed using the svcinfo lserrlogdumps command.

Possible failures
¢ CMMVC5983E The dump file was not created. The file system might be full.

* CMMVC5984E The dump file was not written to disk. The file system might be
full.

e CMMVC6073E The maximum number of files has been exceeded.

* There are no error codes associated with the svcservicemodetask dumperrlog
command.

Examples

An invocation example

svctask dumperrlog -prefix testerrorlog

The resulting output
No feedback
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clearerrlog

You can use the clearerrlog command to clear all entries from the error log
including status events and any unfixed errors.

Syntax
»»— svctask — — clearerriog ><
L -force Bl
Parameters
-force
This flag stops any confirmation requests. If the -force flag is not supplied, you
are prompted to confirm if you are sure that you want to clear the log.
Description

This command clears all entries from the error log. The entries are cleared even if
there are unfixed errors in the log. It also clears any status events that are in the
log.

Attention: This command is destructive. You should only use it when you have
either rebuilt the cluster, or have fixed a major problem that has caused many
entries in the error log that you do not want to manually fix.

Possible failures
¢ CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask clearerrlog -force

The resulting output
No feedback
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cherrstate

You can use the cherrstate command to mark an unfixed error as fixed. You can
also use it to mark a fixed error as unfixed.

Syntax

»— svctask — — cherrstate — — -sequencenumber — sequence_number — ——»

I— -unfix —|

Parameters

-sequencenumber sequence_number
Specifies the error log sequence number, or numbers, to fix.

-unfix
Optionally specifies that the sequence number, or numbers, supplied should be
marked as unfixed. If you supply the -unfix argument, the sequence numbers
will be marked as unfixed. This is intended for use only when you have
marked the wrong sequence number as fixed.

Description

The error log entries that the sequence number, or numbers, that you entered are
marked as fixed. Use this command as a manual confirmation step that you have
performed some maintenance to the cluster, fabric, or subsystems.

This step is performed as part of the directed maintenance procedures (DMPs).

Optionally, if you have marked the wrong sequence number as fixed, you can
remark an entry as unfixed by specifying the -unfix flag.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

¢ CMMVC5803E The entry in the error log was not marked because the sequence
number was not found.

Examples
An invocation example
svctask cherrstate -sequencenumber 2019

The resulting output
No feedback
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setevent

You can use the setevent command to specify what happens when an error or
event is logged to the error log.

Syntax
»»— svctask — — setevent — |_ | >
-snmptrap — all
i: hardware_only —
none
I— -snmpip — ip_address —| l— -community — community —|

\

\4
A

hardware_only —
none

I— -alert ii all |

Parameters

-snmptrap all | hardware_only | none
Optionally specifies the SNMP trap setting, that is, when to raise a trap.

-snmpip ip_address
Optionally specifies the IP address of the host system that is running the
SNMP manager software.

-community community
Optionally specifies the SNMP community string.

-alert all | hardware_only | none
Optionally specifies the alert setting. That is, when to raise an alert notification.

Note: These arguments are not mutually exclusive.

Description

This command modifies the settings that you want to apply to the error log. These
settings define what to do when errors and events are logged. You can set the
following values for the -snmptrap and -alert arguments:

all Sends an SNMP trap for all errors and state changes that are logged.

hardware_only
Sends an SNMP trap for all errors, but not for object state changes.

none Does not send any SNMP traps or errors. This is the default setting for a
new cluster.

You can use this command to setup SNMP traps. For SNMP, you must supply the
following information:

* When to raise a trap.
* The IP address of the SNMP manager
* The SNMP community

300 Command-Line Interface User’s Guide



Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example

svctask setevent -snmptrap all -snmpip 1.2.3.4
-community mysancommunity

The resulting output
No feedback
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Chapter 19. Featurization commands

The following commands enable you to work with featurization functions with the
SAN Volume Controller.

+ [“chlicense” on page 304

* |“dumpinternallog” on page 306|
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chlicense

You can use the chlicense command to change the licensed settings of the cluster.

Syntax

»»— svctask — — chlicense — >

l— -flash on
_E of f

> >

l— -remote —[ on jJ l— -size — capacity —|
of f

Parameters

-flash on | off
Optionally specifies if flash copy has been licensed for this cluster. Default is
off.

-remote on | off
Optionally specifies if remote copy has been licensed for this cluster. Default is
off.

-size capacity
Optionally specifies the amount of virtualization licensed for this cluster.
Default is 0 GB.

Note: All three arguments are mutually exclusive.

Description

This command will change the license settings for the cluster. Any change made is
logged as an event in the featurization log.

The current feature settings for the cluster are displayed in the viewing feature log
panel. These settings show if you are licensed to use FlashCopy or Remote Copy.
They also show the amount of storage you are licensed to virtualize. Normally, the
feature log contains entries because feature options must be set as part of the
Web-based create cluster process.

Note: Dumping an empty feature log produces a file that contains headers, 256
lines of formatted zeros, and a couple of lines that includes a checksum.

By default the copy services are disabled, this will not stop you from creating and
using copy services. However errors will be placed in the featurization log that
state you are using an unlicensed feature. The command line tool return code will
also notify you that you are using an unlicensed feature.

The total virtualized capacity can also be modified with this command. This is the
number of gigabytes (GB) of virtual disk capacity that can be configured by the
cluster.

When you reach 90% capacity, any attempt to create or extend virtual disks will

result in a message from the command line tool. This will not stop you from
creating and expanding virtual disks. When usage reaches (and exceeds) 100%
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capacity, errors will be placed in the featurization log. Again, this will not prevent
you from creating and expanding virtual disks.

Any error placed in the featurization log results in a generic featurization error
being placed in the normal cluster error log. These occur when you issue a
command that breaks the license agreement. The return code to the command will
also notify you that you are breaking or exceeding the license settings, that is a
return code of 1 is returned with any commands that exceed 90% or more of, or
break the current license settings. Featurization events are only logged in the
featurization log.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask chlicense -flash on

The resulting output
No feedback
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dumpinternallog

You can use the dumpinternallog command to dump the contents of the
featurization error and event log to a file on the current configuration node.

Syntax
»»— svctask — — dumpinternallog ><
Description

This command will dump the contents of the internal featurization error and event
log to a file on the current configuration node.

This file is always called feature.txt and will be created (or overwritten) in the
/dumps/feature directory on the configuration node.

Before making any entries, the featurization log contains zeroes. A dump of this
log by using svfeature —x dumplog would result in an empty file.

This file may be requested by IBM service personnel.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC5983E The dump file was not created. The file system might be full.

Examples

An invocation example
svctask dumpinternallog

The resulting output
No feedback
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Chapter 20. Secure shell (SSH) key commands

The following commands enable you to work with SSH with the SAN Volume
Controller.

+ [“addsshkey” on page 308
* |“rmallsshkeys” on page 310|

+ [“rmsshkey” on page 311|
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addsshkey

You can use the addsshkey command to install a new SSH key on the cluster. The
key file must first be copied onto the cluster.

Syntax
»»— svctask — — addsshkey — — -label — identifier — >
»— -file — filename_arg — — -user —[ admin ><
service —|
Parameters

-label identifier
Specifies a new identifier to associate with this key. Max length = 30 characters.

-file filename_arg
Specifies the name of the file containing the SSH key.

-user admin | service
Specifies which userid the SSH key will be applied to.

Description
You must first copy the key file to the cluster in the /tmp directory using secure
copy (scp).

The svctask addsshkey command moves the key file from the /tmp directory, to
the required location and activates it for the given user. Once the key has been
activated, you will be able to invoke commands on the cluster over SSH using the
userid that was specified from the host for which the key was generated.
Alternatively you can run an interactive SSH session from the specified host using
the userid specified.

The identifier can be used to subsequently identify the key when all keys are listed
using the svcinfo Issshkeys command, or if the key is to be deleted using the
svctask rmsshkey command.

Attention: After you add a cluster, close the Maintaining SSH Keys panel.

You can issue the svcinfo Issshkeys command to list the SSH keys that are
available on the cluster. You can issue the svctask addsshkey command to install a
new SSH key on the cluster. The key file must first be copied onto the cluster. Each
key is associated with an ID string that you define that can consist of up to 30
characters. Up to 100 keys can be stored on a cluster. You can add keys to provide
either administrator access or service access. For example, type the following:

svctask addsshkey -user service -file /tmp/id_rsa.pub -Tabel testkey

where /tmp/id_rsa.pub is the name of the file that the SSH key will be saved in and
testkey is the label to associate with this key.

You can issue the svctask rmsshkey command to remove an SSH key from the

cluster. You can issue the svctask rmallsshkeys command to remove all of the SSH
keys from the cluster.
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Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.
* CMMVC6008E The key already exists.

Examples

An invocation example
svctask addsshkey -user service -file /tmp/id_rsa.pub -label testkey

The resulting output
No feedback
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rmallsshkeys

You can use the rmallsshkeys to remove an SSH key.

Syntax
»»— svctask — — rmallsshkeys — — -user admin ><
_E service —
all
Parameters

-user admin | service | all
The -user argument is used to specify which userid the SSH key will be
applied to; if you specify all, all the SSH keys in the cluster will be removed.

Description

This command will remove all the SSH keys that are applicable to the specified
-user argument.

Attention: After you add a cluster, close the Maintaining SSH Keys panel.

You can issue the svcinfo Issshkeys command to list the SSH keys that are
available on the cluster. You can issue the svctask addsshkey command to install a
new SSH key on the cluster. The key file must first be copied onto the cluster. Each
key is associated with an ID string that you define that can consist of up to 30
characters. Up to 100 keys can be stored on a cluster. You can add keys to provide
either administrator access or service access. For example, type the following:

svctask addsshkey -user service -file /tmp/id_rsa.pub -Tabel testkey

where /tmp/id_rsa.pub is the name of the file that the SSH key will be saved in and
testkey is the label to associate with this key.

You can issue the svctask rmsshkey command to remove an SSH key from the
cluster. You can issue the svctask rmallsshkeys command to remove all of the SSH
keys from the cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask rmallsshkeys -user service

The resulting output
No feedback
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rmsshkey

You can use the rmsshkey command to remove an SSH key.

Syntax
»»— svctask — — rmsshkey — — -user admin >
_[ service —|
»— -key — key_identifier > <
Parameters

-user admin | service
The -user argument is used to specify from which userid the SSH key will be
deleted.

-key key_identifier
The label of the key to be deleted.

Description

When executed this command will remove the SSH key specified by the -key
argument.

Attention: After you add a cluster, close the Maintaining SSH Keys panel.

You can issue the svcinfo Issshkeys command to list the SSH keys that are
available on the cluster. You can issue the svctask addsshkey command to install a
new SSH key on the cluster. The key file must first be copied onto the cluster. Each
key is associated with an ID string that you define that can consist of up to 30
characters. Up to 100 keys can be stored on a cluster. You can add keys to provide
either administrator access or service access. For example, type the following:

svctask addsshkey -user service -file /tmp/id_rsa.pub -label testkey

where /tmp/id_rsa.pub is the name of the file that the SSH key will be saved in and
testkey is the label to associate with this key.

You can issue the svctask rmsshkey command to remove an SSH key from the
cluster. You can issue the svctask rmallsshkeys command to remove all of the SSH
keys from the cluster.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

Examples

An invocation example
svctask rmsshkey -key testkey -user service

The resulting output
No feedback
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Chapter 21. Service mode commands

These commands can only be run on a node that is in service mode. Attempting to
run them on a working configuration node will result in the message:

CMMVC5997E This command can only be run on a
node that is in service mode.

Attempting to run any of the other svctask and svcservicetask commands on a
node that is in service mode will result in the following message:

CMMVC5998E This command can not be run on a
node that is in service mode.

+ |“applysoftware” on page 314

+ [“cleardumps” on page 315

+ |[“dumperrlog” on page 317

+ |“exit” on page 318|
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applysoftware

You can use the applysoftware command to specify the software to the node that
is in service mode.

Syntax
»»— svcservicemodetask — — applysoftware — — -file — filename_arg — ——
»— -ignore — ignore_flag ><
Parameters

-file filename_arg
Specifies the filename of the new software package.

-ignore ignore_flag
This parameter results in the loading of packages while bypassing prerequisite
sequence checking. In this case, the hardened data on the node is deleted and
the node no longer believes it is a member of the cluster. This procedure risks
loss of cache data and loss of cluster integrity if a node quorum cannot be
formed from remaining nodes.

Description

This command will start the installation of the software. This command starts the
upgrade process of the cluster to a new level of software.

The software package as specified by the filename passed to the command must
first be copied onto the current configuration node in the /home/admin/upgrade
directory. This is done using secure copy (scp) available on the secure shell (SSH)
client.

Internally the new package will be moved from the /home/admin/upgrade
directory and checksumed. If the package fails the checksum, it will be deleted and
the installation will fail. Otherwise the package will be extracted and the software
installation will begin.

Note: Applying software will delete the node from the cluster and your data will
be lost.

Possible failures

e There are no error codes.

Examples

An invocation example
svcservicemodetask applysoftware -file newsoftware

The resulting output
No feedback
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cleardumps

You can use the cleardumps command to clean the various dumps directories on
the node that is in service mode.

Syntax
»»— svcservicemodetask — — cleardumps — >
»— -prefix — directory_or_file_filter ><
Parameters

-prefix directory_or_file_filter
Specifies the directory and or files to be cleaned. If a directory is specified,
with no file filter, all relevant dump/log files in this directory are cleaned. The
allowable directory arguments are:

¢ /dumps (cleans all files in all subdirectories, that is, those listed below)
* /dumps/configs

e /dumps/elogs

e /dumps/feature

* /dumps/iostats

e /dumps/iotrace

¢ /home/admin/upgrade

In addition to the directory, a file filter can be specified. For example

/dumps/elogs/*.txt will clean all files in the /dumps/elogs directory that end
in .txt.

Description

This command will delete all the files matching the directory/file_filter argument
on the node. The node must be in service mode.

This command can be used to clean all the dumps directories by specifying
/dumps as the directory argument.

The command can also be used to clean all the files in a single directory by
specifying one of the directory arguments listed in the note above.

The command can also be used to clean specific files in a given directory by
specifying a directory and filename. The wildcard * can be used as part of the
filename although you may need to quote the filename when wildcards are used.

The contents of these directories on the given node can be listed by using the
sveservicemodeinfo 1sxxxdumps command.

Possible failures

e There are no error codes.

Examples

An invocation example
svcservicemodetask cleardumps -prefix /dumps/configs
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The resulting output
No feedback
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dumperriog

You can use the dumperrlog command to dump the contents of the error log to a
text file from a node in service mode.

Syntax
»»— svcservicemodetask — — dumperrlog — — -prefix — filename prefix —— >«
Parameters

-prefix filename_prefix
If -prefix is not supplied, then the dump will be directed to a file with a
system defined name. A filename is created from the prefix and a timestamp,
and will take the form <prefix>_NN_YYMMDD_HHMMSS, where NN is the
current configuration node ID.

Description

This command dumps the cluster error log to a file using a system supplied name
(which will include the node ID and time-stamp). When a filename prefix is used,
the same operation is performed but the details are stored in a file whose name
starts with the user defined prefix, in the dumps directory.

A maximum of ten error log dump files will be kept on the cluster. When the
eleventh dump is made, the oldest existing dump file will be overwritten.

Possible failures

* There are no error codes.

Examples
An invocation example
svcservicemodetask dumperrlog -prefix testerrorlog

The resulting output
No feedback
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You can use the exit command to exit service mode and restart the node.
Syntax

»»— svcservicemodetask — — exit ><

Description

This command will cause the node to be restarted. The node will come up in
standard operating mode and will attempt to rejoin the cluster.

At some point during the execution of this command the SSH and Web server
connection that was being used by the user to access the node will be terminated
as a result of the restart.

Possible failures

e There are no error codes.

Examples

An invocation example

svcservicemodetask exit

The resulting output

[SSH / webserver connections terminate so an error message to the effect of
'connection Tost' may be displayed, or 'CLIENT RECEIVED SERVER DOWN
NOTIFICATION']
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Chapter 22. Service mode information commands

These commands can only be run on a node that is in service mode. Attempting to
run them on a working configuration node will result in the message:

CMMVC5997E This command can only be run on a
node that is in service mode.

Attempting to run any of the other svcinfo commands on a node that is in service
mode will result in the following message:

CMMVC5998E This command can not be run on a
node that is in service mode.

+ |“1s2145dumps” on page 320|
« |“Isclustervpd” on page 321

+ |“Isconfiedumps” on page 323

+ |“Iserrlogdumps” on page 324|

+ |“Isfeaturedumps” on page 325|

+ |“Isiostatsdumps” on page 326

+ |“Isiotracedumps” on page 327|

+ |“Isnodes” on page 328

+ |“lsnodevpd” on page 329

+ |“Issoftwaredumps” on page 332
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Is2145dumps

You can use the 1s2145dumps command to return a list of the files that exist of the
type specified on the given node. The Issvedumps command is the preferred
format if you are not in service mode.

Syntax

»»— svcservicemodeinfo — — 1s2145dumps —

v

I— -nohdr —|

l— -delim — delimiter —|

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description
This command displays a list of dumps in the /dumps directory.

Possible failures

* There are no error codes.

Examples
An invocation example
svcservicemodeinfo 1s2145dumps

The resulting output

id filename

0 sl lynn75_030405_092143
1 s2_lynn75_030405_092145
2 s3_lynn75_ 030405 092146
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Isclustervpd

You can use the Isclustervpd command to return the vital product data (VPD) for
the cluster to which the node belonged.

Syntax

»»— svcservicemodeinfo — — Tsclustervpd — |_ _| >
-nohdr

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description
This command displays the VPD of the cluster to which the node belonged.

Possible failures

* There are no error codes.

Examples
An invocation example
svcservicemodeinfo 1sclustervpd

The resulting output

id 000001002FFOO7E5

name kkk

Tocation Tocal

partnership

bandwidth 0

cluster_IP_address 0.0.0.0
cluster_service IP address 1.1.1.1
total_mdisk_capacity 0
space_in_mdisk grps 0
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space_allocated to_vdisks 0
total_free_space 0
statistics_status off
statistics_frequency 15
required_memory 2048
cluster_locale en_US
SNMP_setting all
SNMP_community
SNMP_server_IP_address 0.0.0.0
subnet_mask 0.0.0.0
default_gateway 0.0.0.0
time_zone 522 UTC
email_setting all

email_id

code_Tlevel 00000000
FC_port_speed 1Gb
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Isconfigdumps

You can use the Isconfigdumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tsconfigdumps — |_ _| >
-nohdr

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays a list of dumps in the /dumps/configs directory.

Possible failures

* There are no error codes.

Examples

An invocation example
svcservicemodeinfo Tsconfigdumps

The resulting output

id config_filename
0 config_lynn02_030403_101205
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Iserrlogdumps

You can use the Iserrlogdumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tserrlogdumps — |_ _| >
-nohdr

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description
This command displays a list of dumps in the /dumps/elogs directory.

Possible failures

e There are no error codes.

Examples
An invocation example
svcservicemodeinfo Tserrlogdumps

The resulting output

id filename

0 errlog_lynn02_030327_154511
1 aaa.txt_lynn02_030327_154527
2 aaa.txt_lynn02_030327_ 154559
3 errlog_lynn02_030403_110628
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Isfeaturedumps

You can use the Isfeaturedumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tsfeaturedumps — |_ _| >
-nohdr

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays a list of dumps in the /dumps/feature directory.

Possible failures

* There are no error codes.

Examples

An invocation example
svcservicemodeinfo Tsfeaturedumps

The resulting output

id feature_filename
0 feature.txt
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Isiostatsdumps

You can use the Isiostatsdumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tsiostatsdumps — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays a list of dumps in the /dumps/iostats directory.

Possible failures

e There are no error codes.

Examples
An invocation example
svcservicemodeinfo Tsiostatsdumps

The resulting output

0 sl _mala75_030405_092149
1 s2_mala75_030405_092150
2 s3_mala75_030405_092152
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Isiotracedumps

You can use the Isiotracedumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tsiotracedumps — |_ _| >
-nohdr

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays a list of dumps in the /dumps/iotrace directory.

Possible failures

* There are no error codes.

Examples

An invocation example

svcservicemodeinfo 1siotracedumps

The resulting output

id iotrace_filename

cl_mala75_030405_092155
c2_mala75_030405_092156
c3_mala75_030405_092158
c4_mala75_030405_092159
c5_mala75_030405_092201

PN O
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Isnodes

You can use the Isnodes command to get an annotated list of the nodes in the
cluster in service mode.

Syntax

»»— svcservicemodeinfo — — Tsnodes — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns an annotated list of nodes in the cluster.

Possible failures

e There are no error codes.

Examples
An invocation example

svcservicemodeinfo Tsnodes -delim :
The resulting output

id:WWNN:front_panel_id:node_name:cluster:fabric
1:50050768010007E5:1ynn02:nodel:yes:yes
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Isnodevpd

You can use the Isnodevpd command to return the vital product data (VPD) for
the given node.

Syntax

»»— svcservicemodeinfo — — Tsnodevpd — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command returns the VPD for the specified node. Each field is reported on a
new line. All fields are strings.

The VPD is split into sections. Each section has a section heading. Following the
heading is the number of fields in that section. Each section is separated by an
empty line.

Possible failures

e There are no error codes.

Examples

An invocation example

svcservicemodeinfo 1snodevpd id 1

The resulting output

system board: 17 fields
part_number Unknown
system serial number 550117N
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number_of processors 2
number_of_memory_slots 4

number_of fans 0

number_of_FC_cards 1
number_of_scsi/ide_devices 2
BIOS_manufacturer IBM

BIOS version -[QAE115AUS-1.01]-
BIOS_release_date 08/16/2001
system_manufacturer IBM

system _product eserver xSeries 342 -[86691RX]-
planar_manufacturer IBM
power_supply_part_number Unknown
CMOS_battery_part_number Unknown
power_cable_assembly_part_number Unknown
service_processor_firmware N/A

processor: 6 fields
processor_location Processor 1
number_of_caches 2
manufacturer Genuinelntel
version Pentium III

speed 1000

status Enabled

processor cache: 4 fields
type_of_cache Internal L1 Cache
size_of_cache (KB) 32

type_of _cache Internal L2 Cache
size_of_cache (KB) 256

processor: 6 fields
processor_location Processor 2
number_of_caches 2
manufacturer Genuinelntel
version Pentium III

speed 1000

status Enabled

processor cache: 4 fields
type_of_cache Internal L1 Cache
size_of_cache (KB) 32

type_of_cache Internal L2 Cache
size_of_cache (KB) 256

memory module: 16 fields
part_number 33L5039
device_location J1

bank location Slotl in bank 1
size (MB) 1024

part_number 33L5039
device_location J4
bank_Tlocation STot2 in bank 1
size (MB) 1024

part_number N/A
device_location J2
bank_location Slotl in bank 2
size (MB) 0

part_number N/A

device Tocation J3
bank_Tlocation Slot2 in bank 2
size (MB) 0
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FC card: 5 fields
part_number 64P7783
port_numbers 1 2

device_serial_number VSI 0000AD3F4

manufacturer Agilent
device DX2

device: 15 fields
part_number Unknown

bus ide0

device 0

model LG CD-ROM CRN-8245B
revision 1.13
serial_number
approx_capacity 0

part_number Unknown

bus scsi

device 0

device_vendor IBM-ESXS

model ST318305LC 1#
revision 6C48

serial_number 3JKQ93B903196C48
approx_capacity 8

software: 5 fields
code_Tlevel 00000000
node_name nodel
ethernet_status 1

WWNN 0x50050768010007e5
id 1

front panel assembly: 3 fields
part_number Unknown
front_panel_id 1ynn02
front_panel _Tocale en_US

UPS: 10 fields

electronics_assembly_part_number FakElec

battery part_number FakBatt

frame_assembly part_number FakFram
input_power_cable_part_number FakCabl

UPS_serial_number UPS_Fake_ SN
UPS_type Fake UPS

UPS_internal_part_number UPS_Fake_ PN
UPS_unique_id 0x10000000000007e5

UPS_main_firmware 1.4
UPS_comms_firmware 0.0
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Issoftwaredumps

You can use the Issoftwaredumps command to return a list of the files that exist of
the type specified on the given node.

Syntax

»»— svcservicemodeinfo — — Tssoftwaredumps — >

I— -nohdr —|

|— -delim — delimiter J

Parameters

-nohdr
By default, headings are displayed for each column of data (in a concise style
view), and each item of data (in a detailed style view). Using the -nohdr
parameter will suppress the display of these headings.

Note: If there is no data to be displayed (for example, an empty view has been
returned), then headings are not displayed irrespective of whether the
-nohdr option was used or not.

-delim delimiter
By default in a concise view, all columns of data are space separated. The
width of each column is set to the maximum possible width of each item of
data. In a detailed view, each item of data has its own row, and if the headers
are displayed the data is separated from the header by a space. Using the
-delim parameter will override this behavior. Valid input for the -delim
parameter is a one byte character. If, for example, you entered -delim : a colon
will be used to separate all items of data in a concise view (for example, the
spacing of columns does not occur) and in a detailed view the data is
separated from its header by a colon.

Description

This command displays a list of dumps in the /home/admin/upgrade director.

Possible failures

e There are no error codes.

Examples
An invocation example

svcservicemodeinfo 1ssoftwaredumps

The resulting output

id software_filename

0 sl _mala75_030405_092143
1 s2_mala75_030405_092145
2 s3_mala75_030405_092146
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Chapter 23. Controller command

The following command enables you to work with controllers in the SAN Volume
Controller.

“chcontroller” on page 334]
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chcontroller

You can use the chcontroller command to modify the name of a controller.

Syntax

»»— svctask — — chcontroller — — -name — new_name — >

Y
A

controller_id _|
controller_name

Parameters

-name new_naime
Specifies the new name to be assigned to the controller.

controller_id | controller_name
Specifies the controller to be modified. Use either name or id.

Description

This command changes the name of the controller specified by controller_id or
controller_name to that specified by -name.

You can add a new disk controller system to your SAN at any time. Follow the
switch zoning guidelines in the section about switch zoning. Also, ensure the
controller is setup correctly for use with the SAN Volume Controller .

You should create one or more arrays on the new controller. It is recommend that
you use, RAID-5, RAID-1 or RAID-0+1 (sometimes called RAID-10) for maximum
redundancy and reliability. Generally 5+P arrays are recommend. If your controller
provides array partitioning we recommend that you create a single partition from
the entire capacity available in the array, remember the LUN number that you
assign to each partition as you will need this later. You should also follow the
mapping guidelines (if your disk controller system requires LUN mapping) to map
the partitions or arrays to the SAN Volume Controller ports.

Adding a new disk controller system to a running configuration: Ensure that the
cluster has detected the new storage (MDisks) by issuing the svctask detectmdisk
command. The controller itself will have automatically been assigned a default
name. If you are unsure which controller is presenting the MDisks, list the
controllers by issuing the svcinfo Iscontroller command. You should see a new
controller listed (the one with the highest numbered default name). Remember the
controller name and follow the instructions in the section about determining a disk
controller system name.

You should give this controller a name that you can easily use to identify it. Issue
the following command:

svctask chcontroller -name <newname> <oldname>
List the unmanaged MDisks by issuing the following command:

svcinfo Tsmdisk -filtervalue mode=unmanaged:controller_name=<new_name>
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These MDisks should correspond with the RAID arrays or partitions you have
created. Remember the field controller LUN number. This corresponds with the
LUN number you assigned to each of the arrays or partitions.

It is recommended that you create a new managed disk group and add only the
RAID arrays that belong to the new controller to this MDisk group. You should
also avoid mixing RAID types, so for each set of RAID array types (for example,
RAID-5, RAID-1) you should create a new MDisk group. Give this MDisk group
an appropriate name, so if your controller is called FAST650-fred, and the MDisk
group contains RAID-5 arrays, call it something like F600-fred-R5). Issue the
following command:

svctask mkmdiskgrp -ext 16 -name <mdisk grp_name>
-mdisk <colon separated 1ist of RAID-x mdisks returned
in step 4.

Note: This will create a new MDisk group with an extent size of 16MB.

Possible failures
e CMMVC5786E The action failed because the cluster is not in a stable state.

* CMMVC5816E The action failed because an entity that was specified in the
command does not exist.

Examples

An invocation example

svctask chcontroller -name newtwo 2

The resulting output
No feedback
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Chapter 24. CLI messages

The command line tools will return a return value on completion. If the command
completes normally and without error, then the return code will be 0. If the
command fails then the return code will be 1 and and Error Code will be printed
on stderr. If the command succeeds, but the cluster is operating close to its licensed
virtualization limit, then the return code may still be 1, and a warning Error Code

will be printed to stderr.

When a create command is issued, the message ID that has been assigned to the
new object is returned as part of the success message sent to stdout. If the -quiet
command is used, only the message ID is sent to stdout.

CMMVC5700E The parameter list is not valid.

Explanation: The parameter list that you specified is
not valid.

Action: Specify the correct parameter list and issue the
command again.

CMMVC5701E No object ID was specified.
Explanation: You did not specify an object ID.

Action: Specify an object ID and issue the command
again.

CMMVC5702E [%1] is below the minimum level.
Explanation: [%1] is below the minimum level.

Action: Specify the correct level and issue the
command again.

CMMVC5703E [%1] is above the maximum level.
Explanation: [%1] is above the maximum level.

Action: Specify the correct level and issue the
command again.

CMMVC5704E [%1] is not divisible by the permitted
step level.

Explanation: [%1] is not divisible by the permitted
step level.

Action: Not applicable.

CMMVC5705E A required parameter is missing.
Explanation: A required parameter is missing.

Action: Specify the required parameter and issue the
command again.
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CMMVC5706E  CMMVC5706E An invalid argument
has been entered for the [%1] parameter.

Explanation: [%]1] is not a valid argument for the
specified parameter.

Action: Specify the correct argument and issue the
command again.

CMMVC5707E Required parameters are missing.

Explanation: There are required parameters that are
missing.

Action: Specify the required parameters and issue the
command again.

CMMVC5708E The %1 parameter is missing its
associated arguments.

Explanation: The [%1] parameter is missing its
associated arguments.

Action: Specify the associated arguments and issue the
command again.

CMMVC5709E [%1] is not a supported parameter.
Explanation: [%]1 is not a supported parameter.

Action: Specify the correct parameter and iss