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Abstract

Oracle on Linux is the leading enterprise combination, delivering highly performing enterprise database
environments. Oracle Real Application Clusters 10g Release 2 with Oracle Cluster Ready Services on a 64-bit
SUSE Enterprise Linux 10 operating system is certified in a network file system environment with an IBM
System Storage N series. This technical report covers the certified installation of Oracle on Linux in an IBM N
series NFS environment.

Introduction

This technical report covers the installation of IBM® System Storage™ N series in a network file system (NFS)
environment of servers running the 64-bit SUSE Enterprise Linux® 10 operating system (OS) and the database
Oracle Real Application Clusters (RAC) 10g Release 2 (R2) with Oracle Cluster Ready Services (CRS). The
components presented in this paper must be used in the same combination to gain support from all parties. The only
exception to this is the application of certain patches, as defined and required by vendors. This document also covers
the patches and recommendations for running Oracle RAC 10g R2 on IBM N series storage in an NFS environment.

Assumptions

This document assumes that readers are familiar with Oracle RAC 10g R2 and IBM N series storage
systems. It also assumes that readers are familiar with the operation of the SUSE Enterprise Linux 10
environment and installation of Oracle Database patches and any relevant Linux RPMs. It is also
important to be familiar with all networking terminology and implementations.

System environment

The configuration presented in this document is based on the Oracle RAC 10g R2 certification
environment specified in Figure 1.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Figure 1) Oracle RAC 10g R2 on 64-bit SUSE Enterprise Linux 10 servers with IBM N series storage.

Figure 1 illustrates a typical configuration of Oracle RAC 10g R2 with IBM N series storage and 64-bit
servers running SUSE10. This is a scalable configuration that allows users to scale horizontally and
internally in terms of processor, memory, and storage.

As shown in Figure 1, N series recommends that you dedicate a private network connection between the
Oracle RAC 10g R2 servers and the N series storage. This is accomplished by using a dedicated gigabit
network (with a gigabit switch) to the N series storage. A dedicated network connection is recommended
as a best practice for the following reasons:

e |nan Oracle RAC 10g R2 environment, it is important to eliminate any contentions and
latencies.
e Providing a separate network ensures security.

The cluster interconnect is an essential part of Oracle database clusters. Along with cache fusion, it is
also used to monitor the heartbeat of the servers in the existing cluster group. This is a typical
configuration that can be deployed in a customer's environment.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Requirements

Hardware

Cluster nodes:

e Four IBM xSeries® Servers—Model System X-3650 64-bit Servers

e One 4-Port 10/100 Base-TX Ethernet PCI Adapter

e One 10/100/1000 Base-T Ethernet PCI Adapter (for private interconnect)

e One 10/100/1000 Base-T Ethernet PCI Adapter (connected to IBM N series storage).

Storage infrastructure:

e One IBM System Storage N series system with IBM System Storage N series with Data
ONTAP® 7.2 or later

¢ One gigabit switch with at least four ports

e One gigabit NIC in the system

e One or more disk shelves, based on the disk space requirements.

Software
For all nodes in the participating cluster, unless specified otherwise:

e SUSE Enterprise Linux 10 64-bit operating system
e Oracle RAC 10g R2 (10.2.0.1), with RAC license
e Oracle 10g R2 patch 3.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Setup for IBM N series storage

1.Configure an IBM N series storage system running@Data ONTAP 7.22 or later and with NFS and
IBM System Storage N series with SnapRestore license keys.

2.Create and export volumes for storing Oracle database files on the storage:

a. Create four volumes on the storage (Storagel):

or ahone Shared Oracle and CRS Home (binaries)

or adat a Oracle data files and control files

oralOg CRS files

or al ogs Database logs, a copy of control file and archive logs

To create volumes, use the following command at the N series storage console:
St oragel> vol create oradata 14

Note: We created volume or adat a with 14 disks and volumes or al ogs and or ahomne with
8 disks each. You can create your volumes based on your workload.

Add the following entries to the / et ¢/ export s file on N series storage (Storagel):

/vol / orahore -anon=0
/vol / oradata -anon=0
/vol / oral ogs -anon=0
/vol / oral0g -anon=0

b. Execute the following command at the storage system console:
St oragel> exportfs -a

Note: It is recommended that you use flexible volumes in your database environment. IBM System
Storage N series with FlexVVol® technology pools storage resources automatically and enables you to
create multiple flexible volumes on a large pool of disks. This flexibility means that you can simplify
operations, gain maximum spindle utilization and efficiency, and make changes quickly and seamlessly.

The database volume layout discussed in this document was defined for certification purposes; your
setup may vary depending on your requirements.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Operating-system configuration

Patches

Before you install Oracle RAC 10g R2 , the following RPMs must be applied on the servers. Some of
these RPMs may have already been applied to your system. Be sure to verify whether they already exist
before applying them.

To determine whether the required RPMs are already installed and committed, enter a command similar
to the following:

# rpm—ga | grep conpat

Here is a list of required patches. If any of the patches are not installed or committed, install them.

bi nutils
compat-libstdc++
gcc
gcc-c++
gcc-objc
glib

glib2

glibc
glibc-devel
libaio
libaio-devel
i bgcc
libgcj
libgcj-devel
libobjc
libstdc++
libstdc++-devel
openmotif
perl

tcl

unzip

zip

tar

Java™ for Oracle (JDBC/OCI Drivers)

IBM Java 1.4.2. 64-bit Standard Edition or later
Java-1_4 2-ibm-1.4.2.s4-23.4

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Operating-system settings

On SUSE systems, the default ul i mi t s for individual users are setin/etc/security/linits. conf.
As a root user, add following entries in/ et ¢/ security/limts. conf to specify oracle user’s limits.

# Oracle specific settings

oracl e
oracl e
oracle
oracl e
oracle
oracl e

4096
nofile 65536
2047
16384
mem ock 3145728
mem ock 3145728

This must be done on all nodes of the cluster. A server reboot is required to activate updated limits. After
you modify the settings, the ul i mit —a command should display the following:

#ulimt -a

core file size
data seg size
file size

max | ocked menory
nmax menory size
open files

pi pe size

stack size

cpu tine
max user
virtual

(blocks, -c) O
(kbytes, -d) unlimted
(bl ocks, -f) unlimted
(kbytes, -1) unlimted
(kbytes, -m) unlinmted
n) 1024

(512 bytes, -p) 8

(kbytes, -s) unlimted

(seconds, -t) unlimted

(-u) 15168
(kbytes, -v) unlimted

Verify the above setting for the oracle user.

Kernel settings

As a root user, add the following parameters for the shared memory and semaphores to the

/etcl/sysctl . conf file.

net

ker nel .
kernel .
ker nel .
kernel .
fs.file-nmax

i p_l ocal _port
rmem def aul t
wrem def aul t

net .
net .
net .
net .

2097152
2147483648
4096
= 250 32000 100 1024
= 65536
_range = 1024 65000
= 1048576
= 262144
= 1048576
= 262144

The oracle user account used to install Oracle 10.2.0.1 should not have the Oracle installation-related
variables set by default. For example, ORACLE_HOVE, PATH, and LD LI BRARY_PATH should not be
set to include Oracle binaries in . profil e file,. | ogi nfileand/etc/ profile.d.

Also, no LD _ASSUVME_KERNEL value should be used with SUSE Enterprise Linux 10.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Preinstallation setup tasks (cluster nodes)

This information is intended for all nodes that are participating in the cluster, unless specified otherwise.

1.Have all the SUSE Enterprise Linux 10 64-bit servers ready with the latest recommended patches
and OS settings, as discussed in the section, Operating System Configuration.

2.Install and configure NICs in the cluster nodes (three per node).
a. Public IP: As indicated by name.

b. Private interconnects: Connect one gigabit NIC back to back to the other node for cluster
interconnects.

c. Server connection to N series storage: Connect one gigabit NIC to the gigabit switch, which
will connect to the gigabit NIC on the N series storage.

3.Configure the network interfaces on each node.

a. Configure the three network interfaces as indicated:

# btc-srvl (Host 1)

eth0O — I P: 10.73.68. 162, Net mask: 255. 255.254.0
ethl - I P: 192.168.73.55, Netmask: 255.255.255.0
eth2 - IP: 10.73.70.162, Net mask: 255. 255. 255.0
# btc-srv2 (Host 2)

ethO — I P: 10.73. 68. 164, Net mask: 255. 255.254.0
ethl - I P: 192.168.73.56, Netnmask: 255.255.255.0
eth2 - IP: 10.73.70. 164, Net mask: 255. 255. 255.0
# btc-srv3 (Host 3)

ethO — I P: 10.73.68. 161, Net mask: 255. 255.254.0
ethl - I P: 192.168.73.53, Netnmask: 255.255.255.0
eth2 - IP: 10.73.70. 161, Net mask: 255. 255. 255.0
# btc-srv4 (Host 4)

ethO — I P: 10.73. 68. 166, Net mask: 255. 255.254.0
ethl - I P: 192.168.73.54, Netnmask: 255.255.255.0
eth2 - IP: 10.73.70. 166, Net mask: 255. 255. 255.0

Where:

Interface ethO is the public IP for each node.

Interface ethl on all cluster nodes is connected to a switch for cluster private
interconnects.

Interface eth2 on all cluster nodes is connected to the gigabit switch for storage 1/0.

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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b. Update the / et c/ host s file on the cluster nodes and add entries for public, private, and VIP
addresses. Note that in addition to the preconfigured public and private network, Oracle
Database 10g requires additional IP addresses that are mapped to the public address as
virtual IPs (VIPs). If a node fails when an application or user makes a connection using a
VIP, the Oracle clusterware transfers the VIP address to another surviving node. You should
add the VIP to the / et ¢/ host s file on all nodes in the cluster as well as to all nodes
accessing the database.

A sample for /etc/hosts entries:

I nternet Address Hostnane Conment s

10. 73. 68. 162 btc-srvl bt c-srvl. bt cppe.i brm. com
192.168. 73. 55 btc-srvl-i

10. 73. 68. 204 btc-srvl-v bt c-srvl-v. btcppe.ibm. com
10. 73.70. 162 bt c-srvl-stor

10. 73. 68. 164 bt c-srv2 bt c-srv2. bt cppe. i brm. com
192.168. 73. 56 btc-srv2-i

10. 73. 68. 205 btc-srv2-v bt c-srv2-v. bt cppe.i bm. com
10. 73.70. 164 bt c-srv2-stor

10. 73. 68. 161 bt c-srv3 bt c- srv3. bt cppe. i brm. com
192.168. 73. 53 bt c-srv3-i

10. 73. 68. 202 btc-srv3-v bt c-srv3-v. bt cppe.i brm. com
10. 73.70. 161 bt c-srv3-stor

10. 73. 68. 166 bt c-srv4 bt c- srv4. bt cppe. i brm. com
192. 168. 73. 54 btc-srv4-i

10. 73. 68. 203 bt c-srv4-v bt c-srv4-v. bt cppe.i brm. com
10. 73. 70. 166 bt c-srv4-stor

10. 73.70. 113 St oragel

4.Ensure the connectivity of each interface by using the pi ng command (interconnects, public IPs,
and storage IPs).

5.Create NFS mount points and mount the volumes with the following mount options on all the cluster
nodes. As a root user, update the / et ¢/ f st ab file on all server nodes and add the following
entries:

Storagel:/vol/oradata /oradata nfs
rw, bg, hard, r si ze=32768, wsi ze=32768, ver s=3, pr ot o=t cp, act i neo=0, noi ntr, sui d, ti neo=600

Storagel:/vol /orahome /orahone nfs
rw, bg, hard, r si ze=32768, wsi ze=32768, ver s=3, pr ot o=t cp, act i neo=0, noi ntr, sui d, t i mreo=600

Storagel:/vol/oralogs /oralogs nfs
rw, bg, hard, r si ze=32768, wsi ze=32768, ver s=3, pr ot o=t cp, act i neo=0, noi ntr, sui d, ti neo=600

Storagel:/vol/oral0g /oralOg nf s
har d, pr ot o=t cp, ver s=3, sui d, noi ntr, rw, bg, r si ze=32768, wsi ze=32768, noac, t i neo=600

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Where:

St or agel is the name of the IBM N series storage system.
oradat a, oral ogs, orahone, andoralOg are the mount points on the cluster nodes.

or ahome Shared Oracle and CRS Home (binaries)

or adat a Oracle data files and control files

oralOg CRS files

or al ogs database logs, a copy of control file and archive logs.

or alOg is just a separate mount point for CRS files. CRS files (cluster registry file and
voting disk file) can reside in the same / or a10g volume but must be mounted with the

noac mount option.

During the Oracle CRS installation, be sure to indicate a path starting with / or a10g
directory when prompted for the cluster registry file (OCR) and voting disk (Cluster
Synchronization Services, or CSS) file location.

Note: If you dynamically mount the NFS volumes without adding entries in / et ¢/ f st ab file, the
Oracle installation will fail.

6.Create the following mount points on all cluster nodes:

#nkdir /oradata

#nkdir /oral ogs

#nkdir /orahomne

#nkdir /oralOg
Mount exported volumes on the mount points created above on all the cluster nodes. It is always
a good idea to verify mount options by nount command on each node. After the NFS volumes

are mounted, change the ownership of these mounted volumes to oracle user.

Installation procedure

This section provides instructions for installing Oracle RAC 10g R2 install on SUSE Enterprise Linux 10.

Preparing to install Oracle RAC 10g R2 on cluster nodes

1.This document assumes the oracle user account and the group to be or acl e and dba,
respectively, on all cluster nodes. The user ID and group name for the oracle account should be

the same on all cluster nodes.

2.Grant appropriate permissions to the oracle user on all shared mounted volumes, / or adat a,
/ or ahone, and / or al ogs:

#chown -R oracl e: dba /oradata
#chnod -R 755 /oradata

Repeat this step for the or ahone, or alOg, and or al ogs volumes.

3.Set up account equivalence between the cluster nodes for the oracle user account. Add the
following entries to the / et ¢/ host s. equi v file on all cluster nodes:

btc-srvl oracle
btc-srv2 oracle
btc-srv3 oracle

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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bt c-srv4 oracle

btc-srvl-i oracle
btc-srv2-i oracle
btc-srv3-i oracle
btc-srv4-i oracle

4.Log in as the oracle user from all cluster nodes and then test the oracle account equivalence using
a remote shell utility such as rsh.

btc-srv1#su — oracle
$rsh btc-srvl pwd
$rsh btc-srv2 pwd
$rsh btc-srv3 pwd
$rsh btc-srv4 pwd

btc-srv2#su — oracle
$rsh btc-srvl pwd
$rsh btc-srv2 pwd
$rsh btc-srv3 pwd
$rsh btc-srv4 pwd

btc-srv3#su — oracle
$rsh btc-srvl pwd
$rsh btc-srv2 pwd
$rsh btc-srv3 pwd
$rsh btc-srv4 pwd

btc-srva#su — oracle
$rsh btc-srvl pwd
$rsh btc-srv2 pwd
$rsh btc-srv3 pwd
$rsh btc-srv4 pwd

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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Installing Oracle RAC 10g R2 CRS

Before installing Oracle RAC 10g R2, Oracle CRS must be installed, configured, and started. Refer to the
appropriate Oracle RAC 10g R2 Installation and Configuration Guide. This section briefly describes the
procedures for using the Oracle Universal Installer (OUI) to install CRS.

Note: The CRS home that you identify in this phase of the installation is only for CRS software; this home
cannot be the same home as the Oracle RAC 10g database home. That is, ORACLE_HOVE and
CRS_HOME must be different locations. For the SUSE Enterprise Linux 10 platform, the OUI must be
invoked with the —i gnor eSysPr er egs option. Otherwise the installation of Oracle 10.2.0.1 will fail while
checking the OS version, because the Oracle 10.2.0.1 CD doesn't list SUSE10 in the or apar am i ni

file.

1. Runthe./runlnstaller -ignoreSysPrereqs command from the/ crs subdirectory on the
Oracle CRS Release 2 (10.2.0.1) CD-ROM or from the staging area where you have dumped the
CRS software. This is a separate CD that contains the CRS software. This document assumes
that the OUI is started from node 1 (bt c- sr v1). When the OUI displays the Welcome page, click
Next.

~<0Oracle Universal Installer: Welcome. .__J‘_Jﬂ1

Welcome

The Cracle Universal Installer guides ywou through the installation and configuration of
wour Oracle products,

Click "Installed Products..." to see all installed products.

Deinstall Products. .. J,I

Apout Oracle Universal Installer. .. JI

Help ) Installed Products. .. J Back [rstall | Cancel J

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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2.0n the Specify Inventory Directory and Credentials page, enter a nonshared location for Oracle
Inventory. This is the only part of Oracle10g that should not be shared. For this test, we used
/ hone/ or acl e/ or al nvent or y for the Oracle Inventory information. Click Next.

“<0racle Universal Installer: Speciiy inventony directony _IIJ‘_JJ\_‘“?

Specify Inventory directory and credentials

Wou are starting wour first installation on this host. As part of this install, »ou need to specify a
directory for installer files, This is called the "imventory directory”, Within the inventory directory, the
installer automatically sets up subdirectories for each product to contain inventory data and will
cansume typicalhy 150 Kilobswtes per product.

Enter the full path of the inventory directony

i;home;uracle}nralmﬂamnw Browse. ..

Yol can specify an Operating swstem group that has write permission 1o the abowve inventory director,.
You can leawve the field blank if wou want to perform the abowe operations as a SUperuser.

Specify Operating 3ystem group name:
dha -

Help | Installect Froducts. .. Bark | Bt _)I nstall | Cancel

oRACLE

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series

14



[l
IHIF
i
il

3. The Specify Home Details page contains predetermined information for the source of the
installation files and the target destination information. Specify the destination path for the shared
CRS home. The path should be on a shared file system and different from $ORACLE_HOME. In
this exercise, the shared CRS home was /orahome/oral0g/product/10.2.0/crs_1.

~<Oracle Universal Installer: Specify Home Details J.. 1j B‘

Specify Home Details

Destination

Enter or select a name for the installation and the full path where wou want to install the product,
Mame: |OraCrleg_hnmel

Path: |;nrahume;oralOg}pruduct;10.2.0;crs|_1

Browse. ..

Product Languages... _,.'

Help JI Installed Products. . ,-' Back | Mext JI Irstall Cancel
oRACLE

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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4.0n the Product-Specific Prerequisite Checks page, select the check boxes to change the status to
User Defined, because the Oracle 10.2.0.1 CD does not by default execute all the operating
system checks for SUSE Enterprise Linux 10.

Product-Specific Prerequisite Checks

The Installer werifies that wour environment meets all of the minimum requirements for installing and
configuring the products that wou have chasen to install. You must manually werify and confirm the
items that are flagged with warnings and items that require manual checks. For details about
perfarming these checks, click the iterm and review the details in the box at the bottom of the wind o

Check Twpe Status

Checking operating swstem reguirements ... Automatic W User verified Z
Checking operating swstem package requirements ... Automatic W rot executed [
r;l'l\.nrlrinn s ssical Frarnor e Faciirarnont s Autornatic [P Turroodacd l

4

Retry| Stop

1 warnings, 1 reguirements to be werified.

Checking operating swstem packade reguirements .
Check complete, The owerall result of this check is: Mot executed << <<

Help JI Installed Products. .. J,I Bacl: | Mext JI Imstall

Cancel

ORACLE'

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series

16



[l
IHIF
o
il

5.0n the Specify Cluster Configuration page, specify the cluster name, public names (hostnames),
private names, and virtual hostnames to be used for the RAC cluster. In this case, the public
names are btc-srvl, btc-srv2, btc-srv3, and btc-srv4; the private names are btc-srvl1-i, btc-srv2-i,
btc-srv3-i, and btc-srv4-i; and the virtual hostnames are btc-srv1-v, btc-srv2-v, btc-srv3-v, and
btc-srv4-v. After adding all the node names, click Next.

“<Oracle Universal Installer: Speciiy Cluster Conhsuration J. J Lﬁ1

Specify Cluster Configuration

Enter a name for the cluster and select the nodes 1o bhe managed kv the Oracle Clusterware. For each
node, specify the name for the public IP address, the name for the private interconnect, and the name
far the wirtual IP address on the node.

You can use a cluster configuration file to configure wour cluster by clicking Use Cluster Configuration
File instead of completing the Cluster Modes box. The Use Cluster Configuration File aption is helpful if

woUu have marmy hodes.

Cluster Name:jcrs

— Cluster Modes -

Public Mode Marme | Private Mode Mame wirtual Host Marme
tc-srvl-i
btc-srvi htc-srvid -i htc-srvi2 —w
btc-smvs rc-srvz -i tc-srd —w
btc-srvd htc-srvd-i htc-srvd—w
Use Cluster Configuration FiIe...I A | Edlit.... | Eemowe. .. |

Help | Installed Procucts... | Back [rstall | Cancel |

ORACLE

Oracle RAC 10g R2 on SUSE Enterprise Linux 10 and IBM System Storage N series
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6.0n the Specify Network Interface Usage page, specify the private network to be used for the
cluster interconnect. This is a very important step. Do not leave it set to the default, which is Do
Not Use. In this case, ethl (btc-srv1-i) was used as the private interconnect and eth0O (btc-srvl)
was used as the public interface. Select the interface and click the Edit button in the Edit Private
Interconnect dialog box to maodify it. Click OK to return to the Specify Network Interface Usage
page. Click Next.

< 0Oracle Universal Installer: Specify, Netwaork Interface. Uﬂag;:-_]_]ﬂ]

Specify Network Interface Usage

Identify the planned use for each global interface shown in the box below: Public, Private, or Do Mot
Use. Private interfaces are used by Oracle Clusterware for inter-node traffic.

If there iz more than ane subnet associated with ah interface, then click Edit and change the interface’s
attributes 10 associate the interface name with the additional subnets.

Interface Mame Subinet Interface Typoe

etho . g FPublic

ethi 1072 680 Private

bondd 10.72.70.0 Do Mot Use

4 | 3

Help jJ Installed Products. . jl Barck: | Mewxt jJ Install Cancel

ORACLE’

Edit privateinterconnect type, ,_J,_JL_H

Select a global netwark interface tyoe of Public, Private, or Do kMot Use.

Interface Name:  |ET8

Subnet: [10.73.68.0

Interface Type
® Public
" Private
" Do Mot Use

k. Cancel
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7.0n the Specify Oracle Cluster Register (OCR) Location page, specify the path for the OCR file. Be
sure to specify the full path to a shared location, along with the name of the file. If you want
normal redundancy, do the same for a mirror file. In this case, we used / or al0g/ ocrfil e and

/oralOg/ ocrfil el. Click Next.

“<0racle Universal Installers Specify Oracle Cluster: Registr... JJ@

Specify Oracle Cluster Registry (OCR) Location

The Oracle Cluster Registry (CCE) stores cluster and database configuration information. Specify a
cluster file system file or a shared raw device containing at least 100ME of free space that is accessikle

from all of the nodes in the cluster.

~— OCR Configuration -

W Morrmal Redundancy
Choose this option to enable the Oracle Clusterware to manage OCR mirroring. You will need an additional

100 MEB of disk space for the mirrored copy.

" External Redundancy
Choose this option if you are using your disk management system to provide QCR redundancy.

Specify OCE Location: |,fnra10g,fncr‘file

Specify OCK Mirror Lntatiun:|,fnra10g,fncrfile 1|

Help Installed Products. . | Back | Bext JJ [mstall | Cancel

ORACLE
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8.0n the Specify Voting Disk Location page, specify the CSS voting disk file location. We used
[ oralOg/ cssfil e for CSS services. For normal redundancy, specify the path along with the

Ay Voting Disk Location, . [= [B]X

name. Click Next.

[ty

~<0racle Universal lnstallers Spec

Specify Voting Disk Location

The Oracle Clusterware woting disk contains cluster membership information and arbitrates cluster
ownership amaong the nodes of your cluster in the event of netwaork failures. Specify a cluster file
system file or a shared raw device that is accessible by the same name fram all of the nodes in the
cluster. The Installer requires at least Z0ME of free space for the woting disk that it creates.

~— Yoting Disk Configuration

W Mormal Redundancy
Choose thiz option 1o enable the Oracle Clusterware 1o manage two additional copies of your vating disk.

Each additional copy requires 20ME of disk space.

I~ External Redundancy
Choose this option if you are using your dizk management system to provide woting disk redundancy.

Woting Disk Location: ];nralOg;cssfile

Addditional YWoting Disk 1 LDcatinn:l;nral()g;cssfile1

Additional Yating Disk 2 Lou:atiu:un:]fnralOg;cssfilez

Help ) Installed Products .. | Back [mstall | Cancel

ORACLE'
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9.Click Install to continue CRS Installation.
CIE]x]

Summary
Qracle Clusterware 10.2.0.1.0

Source: fdumpforaclef/FaC/Diskljstagefproducts. xml
Oracle Home: forahomeforalogfproductf10.2.0jcrs_1 (OraCrs1og_homel)

Cluster Modes
Installation Type: Complete

=-Product Languages
LEnglish

ZFSpace Requirements

—Jf Required 791ME : Available 59 17CE

—Jitmpf Eequired £4MEB (onhyv as temporary space) | Available 5. 24CEB

E-Femote Modes
Z-New Installations (36 products)
Fagent Reguired Support Files 10.2.0.1.0
—Bali Share 1.1.18.0.0

] Hext ) Install J'I Cance| )

Help ) Installed Products... jl Back
oRrACLE’
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~<0racle Universal Installer: Install JJBI

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful
] Linking "Oracle Net Required Support Files 10.2.0.1.0 '
Setup pending...
Remote operations pending...

Configuration pending...

Building client shared libraries

You can find a log of this install session at:
forahomeforal0gforalbventory flogs finstallActions2006-11-29_03-12-09PM.log

Help Installed Broducts. .. Back: (=0 [rstall Zancel

ORACLE
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~Airacleiliniversal InstallerzInstall JJ\E‘

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful

¥ |ink successtul

v Setup successtul

¥ Remote operations in progress

Configuration pending...

Copying Oracle home 'forahomeforal0g/fproduct f10.2.0/crs_1' to remote nodes 'bic-ppe-srvig’,

fou can find a log of this install session at:
Jorahomeforal0gforalnventory flogsfinstallActions2006-11-29_03-12-09PM.log

Back i [=Xas Irstall Cancel

Help Installed Bracucts...
ORACLE'
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10. Run the following script as root user starting from the primary node.
4 i s w3 e |
~<Execute Confisuration scripts E3

The following configuration scripts need ta be executed as the "root" user in each cluster
node.

Scripts to be executed:

Mumber [Script Location Modes

1 JorahomeforalogforalnventoryforainstEoot. sh btc-srvl, bic-smv2, btc-sre3,
2 forahomeforaldgfproductf 102 . ajcrs_1/fraot. sh btc-srvl, btc-smw2  bic-srw3,
&l I [»]

To execute the configuration scripts:
1. Open aterminal windows
2. Log in as "root"
2. Eun the scripts in each cluster node
4. Eeturn to this window and click "Ok" to continue

Mote: Do not run the scripts simultaneaushy: on the listed nocdes.

Helg ) ( Ak )
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11. The Configuration Assistants page may display some warnings. Click OK to continue.

-

"< 0racle Universal Installer: Configuration Assistants _J_Jd

Configuration Assistants

The following configuration assistants will configure and start the components wou selected earlier.

Tool Kame Status Type
. Qracle Clusterware
[T Oracle Matification Server Configuration Assistant Succeeded Fecommended
[T Oracle Private Interconnect Configuration Assistant Succeeded Fecommended

B Oracle Cluster Werification Utility FEecommended

Eetry Stop

Details {see full log at forahomeforaldgforalnventoryflogsfinstallActions2006-11-29_03-12-05PM log
The "jorahomeforalOgfproductf 102 Ofcrs_1jcfgtoollogs fconfigT oolFailed Commands" script =
contains all commands that failed, were skipped ar were cancelled. This file may be used to run
these configuration assistants outsicde of QUL Mote that wou may have 1o update this script with
passwords (f anyh before executing the same.

1]

Help Installed Erocducts, .. Back Mext Irstall Cancel

oRrACLE
S Error Lj :
& OU-250% 1:50me of the configuration assistants failed. |t is strongly
J- recommended that sou retry the configuration assistants at this time.
= Mat successfully running any "Eecommended” assistants means wour

swetem will not be correcthy configured.

1. Check the Details panel on the Configuration Assistant Screen to see
the errors resulting in the failures.

2. Fix the errors causing these failures.

2. 5elect the failed assistants and click the 'Eetr/ button to retmy theam.
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S Warning kE]

OUI-25022:0ne or more "Eecommended”
canfiguration assistants hawe not completed
successtully. Mot successfully running any
"FEecommended" assistant means wour swstem will not

be correctly configured.

12. Before running vi pca, the VIP Configuration Assistant, you must edit the vi pca file in the CRS
bi n directory to prevent the following error:

Oracle CRS stack installed and running under init(1M

Runni ng vipca (silent) for configuring nodeapps

/ hone/ oracl e/ crs/ oracl e/ product/ 10/ crs/jdk/jre//bin/java: error while
| oadi ng shared libraries: |ibpthread.so.0: cannot open shared object

file: No such file or directory

Edit the vi pca file in the $ORA_CRS_HOVE/ bi n directory (that is,
/ or ahome/ or al0g/ pr oduct/ 10. 2. 0/ cr s_1/ bi n) to undo the setting of
LD ASSUVE KERNEL. After the IF statements, around line 120, add an unset command to

ensure that LD_ASSUVE_KERNEL is not set:
if [ "$arch" = "i686" -0 "$arch" = "ia64" -o "$arch" = "x86_64" ]
t hen
LD _ASSUME_KERNEL=2. 4. 19
export LD _ASSUME_KERNEL
fi
unset LD ASSUME_KERNEL <<== Line to be added
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Then run vi pca from the $ORA_CRS_HOVE/ bi n directory as root user on master node (btc-

srvl). Click next.
bt c-srvl:/orahone/ oralOg/ product/10.2.0/crs_1/bin/#. /vipca

HER)

The %P Configuration Assistant creates and configures YIP, G50, and
Ok5 resource applications for each cluster node.

Back

Cancel )I Help )l
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13. Select a public interface. Click Next.

BYVIP ConfigurationAssistantastepil oz Networkinterss Ljﬂa?

This page displaws the suppored network interfaces found. Select the
network interfaces from the list.

Select All| Select Mone

Cancel j Help j & pack
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14. Specify the virtual IP address and subnet mask of each node. Click Next.

[

Yol

= VIP Confisuration Assistant, Step 2.of Z.: Virtual IPs for... ﬂ@m‘

IP addresses are required for defining wirtual IP resource application for

each cluster node.

Mode name IP Alias Mame IP address 'Subnet Mask
btc-srwl htc-srwl-w 10,72 68.204 255 255 254.C
btc-srv tc-srvd —w 10.732.68.205 |255.255.254.C
btc-srv2 bio-srd —w 10.72.68.202 |255.255.254.C
EEEE |10.72.68.202 |255.255.254.

Clear| Clear all

£ Back I Mext = |

Cancel J Help ,-I
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. Click Finish to continue vi pca.

.._T SUMIManY, J\_}i@?

Summary

The ¥IP Configuration Assistant will now create
application resources for each selected node,

MNModes: btoc—-srvl bto—srv? bto—srv3 bto—srvd

Metworlk Interfaces: ethi

Mapping of nodes and virtual IF addresses:

Subnet Mask

MNode IP Alias
name Name

btc-srvl bte-srvl-v [10.73.68.204 255.255.254.0
bte-srv2 btc-srv2-v [10.73.68.205 [255.255.254.0
btc-srv3  btc-srv3-v [10.73.68.202 255.255.254.0
bte-srva |bte-srva—v |[10.73.68.208[255.255.254.0| =]

‘IP address

Cancel )I Help )l £ Back | [ent

S Conisuration Assistant Enosness Dialos
¥ Creating VIP application resource on ¢ nodes
Creating C50 application resource on (4) nodes
Creating QRS application resource on (4) nodes
Starting WIP application resource an () nodes
Starting G50 application resource on (4) nodes
Starting QRS application resource on (4 nodes

WIP Configuration Assistant Progress

| 0%
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e S E e m e Ve e YA |
confisuration Assistant Prosress Dialos

Creating VIP application resource on b nodes
Creating G5D application resource on b nodes
Creating ONS application resource on ¢h nodes
Starting VIP application resource on ¢ nodes
Starting GS5D application resource on b nodes
Starting OMS application resource on b nodes
YIF Configuration Assistant Progress

SRRRAN

. Click OK and then click Exit to finish vi pca.

.i
— =4 L ; - o i 3 w
S Conisuration Assistant Brosress Diclog E?B

Creating YIP application resource on b hodes
Creating G5D application resource on ¢ nodes
Creating ONS application resource on b nodes
Starting VIP application resource on &) nodes
Starting G5D application resource on b nodes
Starting OMNS application resource on b nodes

e S N
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B Confisuration Results kﬂ
Configuration Results

The ¥IP Configuration Assistant has successfully created resource aplications for
each cluster node.

Nodes: btc—srvl, btc—srvZ, btc—srv3 btc—srvd

Network Interfaces: ethO

Mapping of nodes and virtual IP addresses:

iNode name |IP Alias Name |IP address Subnet Mask
bte—srvl bte—srvl-yv [10.73.68.204 255.255.254.0
bte—srv2 bte—srvz—y [10.73.68,205 255.255.254.0
bte—srv3 bte—srv3—v [10.73 68,202 255.255.254.0
bte—srv4 bte—srvd—y [10.73.68.203 255.255.254.0

Exit | Help

17. To verify the CRS installation, execute the ol snodes command from the $CRS_HOVE/ bi n
directory. The ol snodes command syntax is:

ol snodes [-n] [-1] [-Vv] [-d]

Where:

-n displays the member number with the member name

-l displays the local node name

-v activates verbose mode

-g activates logging

The output from this command should be a list of the nodes on which CRS was installed.
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Installing Oracle RAC 10g R2 software

1. After making sure that Oracle CRS has started on the cluster nodes, start r unl nst al | er from
Disk1 of the Oracle RAC 10g R2 CDs or the staging area where you have dumped the Oracle

RAC 10g R2 software.
- [=]x]

F
~<0racle Universal lnstallers: Welcome,

Welcome

The Oracle Universal Installer guides wou threugh the installation and configuration of
wour Oracle products,

Click "Installed Products..." to sea all installad products,

Deinstall Products. .. )

About Oracle Universal Installer...Jl

Help ,.-' Installed Products. .. ,.-' Back Install ] Cancel

ORACLE = .
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On the Select Installation Type page, select Enterprise Edition and click Next.

- ; : = : 3 P g |
< 0racle Universallnstaller: Select Installation Type. Jdm

Select Installation Type
Oracle Database 10g 10.2.0.1.0

What type of installation do you want?

® Entarprize Edition {1.24GE)
Oracle Databaze 109 Enterprize Edition, the first database dezsigned forthe grid, iz a self-managing databaze
that has the scalability, perfarmance, high availability and security features required to run the most

demanding, miszion critical applications.

T Standard Edition (1. 24 CE)
Oracle Database 10g 5tandard Edition is ideal for workgroups, departments and small-to-medium sized
buzineszes looking for a lower-cost offering.

T Custom
Enables you to choose individual components ta install.

Product Languages. . j

Help )J Installed Products. .. )J Back [nstall | Cancel

ORACLE '
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3. On the Specify Home Details page, enter the destination path for the shared ORACLE_HOVE.
This should be a different location than the shared CRS Home. For this exercise, the shared

ORACLE_HOME was [/ or ahone/ or al0g/ pr oduct/ 10. 2. 0/ db_1.

Suze iy plagis Boisijls JJE]

~<0Oracle Universal Installer: Spet

Specify Home Details

Destination
Enter or select a name for the installation and the full path where wou want to install the product.

Mame: [oraDblog_homel
Path: |jurahome;oralOg;pruduct;10.2.0,Jdb_l Browse...

J Installed Products... | Back Install Cancel

Help - .
ORACLE
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4. On the next page, select Cluster Installation and then select all the nodes in the cluster. For
this exercise, four cluster nodes were selected: btc-srvl, btc-srv2, btc-srv3, and btc-srv4. Click

Next.

Note: If the nodes are not displayed in the cluster node selection, then Oracle CRS is not
configured or started on those cluster nodes.

~<0racle Universal Installer: speciiy Bardwane Clusterinst .. J_Jﬂ1

Specify Hardware Cluster Installation Mode

® Cluster Installation
Select nodes (in addition to the local node) in the hardware cluster where the installer should install

products that wou select in this installation.

:Nnde Mame

[# bro-shvl
W btc-shez
W btc-shz

Select All Deselect All

T Local Installation
Select this aption if wou want to perfarm a single node non-cluster installation even though the local

node is part of a hardware cluster.

Help | Installed Broducts . Back | [ext JI [rstall | Cancel

ORACLE
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On the Product-Specific Prerequisite Checks page, select the check boxes to change the
status to User Defined, because the Oracle 10.2.0.1 CD does not by default execute all the
operating system checks for SUSE Enterprise Linux 10.

“<0racle Universal Installer: Product-Specific Prereguisite ... JJLB

Product-Specific Prerequisite Checks

The Installer werifies that wour environment meets all of the minimum reguirements for installing and
canfiguring the products that you have chosen ta install. You must manually werify and confirm the
itermns that are flagged with warnings and items that require manual checks. For details about
performing these checks, click the item and review the details in the box at the bhottom of the window:

Check Twpe Status

Checking operating system requirements .. Automatic M User Yerified Z
Checking operating system packade reguirements ... Aytamatic [ Mot executed 0
n::lnlnr.lsi-nm.l».qmnl.mmﬁn'.—.-r.r_...... e Autarnatic Lo bla, -a.\:.r\qunﬂﬂlb X

Retry| Stop

2 wiarnings, 4 requirements to be werified.

Checking operating systerm requirements ..

Expected result: One of redhat-2, redhat-4,5u5E-3, asianux-1,asianux-2 el
Artual Result: SuSE-5USE Linux Enterprise Server 10 (i586)

Check complete. The owerall result of this check is: Failed <<« <

Froblem: Cracle Database 10g is not certified on the current operating system. -

Help )J Installed Procucts... )J Back | Mext ) Install Cancel
ORACLE'
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On the Select Configuration Option page, select Install Database Software Only. (We used
DBCA to create a database later.) Click Next.

~<@racle Universal Installer: Select Configuration Gption i 1,“’31

Select Configuration Option

Select the configuration that suits wour needs. You can choose either to create a database or 1o
canfigure Autamatic 5torage Management (A5MY far managing databasze file storage. Alternatively, sau
can choose to install just the software necessary 1o run a database, and perform any database

configuration later,

" Create a database

T Configure Automatic Storage Management GASM)

Specify A5k SYS Passward: |

Canfirm A5S-S5 Password: |

W |nstall database Software only

) Installed Products. .. Jl Back | Mext _,.' Install Cancel

Help
ORACLE'
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7. Click Install to continue database installation

CIE[%)

~<Oracle Universalnstallers Summarny,
Summary
QOracle Database 10g 10.2.0.1.0
©-Global Settings [a]
Source: fodumps/databasefstagefproducts. xml i
Oracle Home: Jorahomeforalogfproduct/ 102 0fdb_1 (CraDbl0g_homel)
Cluster Modes
Installation Twe: Enterprise Edition
Z-Product Languages
L English
=HFSpace Requirements
—f Eequired 1.26GE (includes 108ME temporany ;| Available 68 00GE
E-Femate Modes
Z-MNew Installations (107 products)
—Agent Reguired Support Files 10.2.0.1.0
F—assistant Commaon Files 10.2.0.1.0
—Bali 5hare 1.1.18.0.0
. L]
Helg J Installed Products. .. J Back, I [ext i Cancel J
oORACLE’
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8. Run the following scripts as root user, starting from the master node when prompted.

<“Execute Confisuration scripts

bto-srwl, bto-sm? bic-sn3, b

JorahomeforalCgfproductf10.2 Ofdb_1/root.sh
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9. Click Exit to finish the database installation.

~<0racle Universal nstaller: End ofiinstallation ___J‘_Jﬁi

End of Installation

The installation of Oracle Databhase 10g was successful.

Flaase ramambear...
The following |2EE Applications have been deployved and are accassible at the -]
URLs listed below,

iISQL*Plus URL:
hittpeffbte—srvwl: 5560 s glplus

iS3L*Plus DEA LRL:
httpsffbte—srv 5560 s gqlplusfdba Iy

Help ) Installed Products, .. J Back [WExt [n=tall kA
ORACLE'

The srvct| binary file must be modified in order to prevent following error:

/ or ahome/ or al0g/ product/10.2.0/db_1/j dk/jre/ bin/java: error while |oading
shared libraries: |ibpthread.so.0: cannot open shared object file: No such
file or directory

Edit the srvct | file in both $ORA CRS_HOME/ bi n and $ORACLE_HOVE/ bi n directories to

unset the LD_ASSUME KERNEL by adding one line, around line 180:

LD_ASSUME_KERNEL=2. 4. 19
export LD _ASSUME_KERNEL

unset LD ASSUME_KERNEL <<== Line to be added

Note: Install Oracle RAC 10g R2 Patch 3 on both CRS_HOVE and ORACLE_HQOVE using OUI. For
details about the patch installation, refer to the Oracle Patch Installation Guide.
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Trademarks and special notices

© International Business Machines 1994-2008. IBM, the IBM logo, System Storage, xSeries and other
referenced IBM products and services are trademarks or registered trademarks of International Business
Machines Corporation in the United States, other countries, or both. All rights reserved.

References in this document to IBM products or services do not imply that IBM intends to make them
available in every country.

FlexVol, Data ONTAP, Network Appliance, the Network Appliance logo and SnapRestore are trademarks
or registered trademarks of Network Appliance, Inc., in the U.S. and other countries.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other
countries, or both.

Linux is a trademark of Linus Torvalds in the United States, other countries, or both.
Other company, product, or service names may be trademarks or service marks of others.
Information is provided "AS IS" without warranty of any kind.

Information concerning non-IBM products was obtained from a supplier of these products, published
announcement material, or other publicly available sources and does not constitute an endorsement of
such products by IBM. Sources for non-IBM list prices and performance numbers are taken from publicly
available information, including vendor announcements and vendor worldwide homepages. IBM has not
tested these products and cannot confirm the accuracy of performance, capability, or any other claims
related to non-IBM products. Questions on the capability of non-IBM products should be addressed to the
supplier of those products.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in
any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part
of the materials for this IBM product and use of those Web sites is at your own risk.
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