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Abstract

OracleRAC10g on Linux offers database speed and data protection via clustering. Placing the
Oracle system on an IBM System Storage N series system delivers additional efficiencies and
data protection options. This paper presents best practice installation of OracleRAC10g
Release 2 on POWER Linux (SUSE9) on an IBM System Storage N series.

Introduction

This technical report covers the installation of IBM® System Storage™ N series in an NFS environment
for IBM POWER™ processor-based Linux® on IBM pSeries servers. The servers are running SUSE9
(POWER Linux) operating system. The database is Oracle Real Application Clusters 10g Release 2
(hereafter referred to as OracleRAC10gR2) with Oracle Cluster Ready Services (hereafter referred to as
Oracle CRS). This is now a certified configuration and, as such, the components presented in this paper
have to be used in the same combination to gain support from all parties involved. The only exception to
this is the application of certain patches (as defined and required by all the vendors in this configuration).
This document will also cover the patches and recommendations for running OracleRAC10gR2 on IBM
N series storage in NFS environment.

Assumptions

We assume that readers are familiar with OracleRAC10gR2 and the operation of IBM N series storage
systems. We also assume that readers are familiar with the operation of the POWER Linux environment
and installation of Oracle patches and any relevant POWER Linux rpms. It is also important to be familiar
with all networking terminology and implementations.

The server/system environment

The configuration presented in this document is based on the OracleRAC10gR2 certification environment
specified by Oracle and IBM N series.
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Figure 1) OracleRAC10gR2 on IBM pSeries® PowerPC™ servers with IBM N series storage.

Figure 1 illustrates a typical configuration of OracleRAC10gR2 with IBM N series storage and IBM
pSeries PowerPC servers running SUSE9. This is a scalable configuration and allows users to scale
horizontally and internally in terms of processor, memory, and storage.

As shown in the network diagram, we recommend that you dedicate a private network connection
between the OracleRAC10gR2 servers and the IBM N series storage. This is accomplished using a
dedicated gigabit network (with a gigabit switch) to the IB M N series storage. A dedicated network

connection is beneficial for the following reasons:
= In an OracleRAC10gR2 environment, it is important to eliminate any contentions and latencies.
= Providing a separate network ensures security.

The cluster interconnect is an essential part for Oracle database clusters. Along with cache fusion, it is
also used to monitor the heartbeat of the servers in the existing cluster group. This is a typical
configuration that can be deployed in a customer's environment.
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Requirements

Hardware used for tests

Cluster nodes
=  Two IBM pSeries 520—Model 9111-520 64-bit PowerPC Servers
= One 4-Port 10/100 Base-TX Ethernet PCI Adapter
= One 10/100/1000 Base-T Ethernet PCI Adapter (for private interconnect)
= One 10/100/1000 Base-T Ethernet PCI Adapter (connected to IBM N series storage)

Storage infrastructure
= One N series system with IBM System Storage N series with Data ONTAP® 7.2 or later

= One gigabit switch with at least four ports

= One gigabit NIC in the system
= One or more disk shelves, based on the disk space requirements

Software used

For both nodes in the participating cluster unless specified otherwise:

=  SUSE9 POWER Linux
= Oracle10g Release 2 (10.2.0.1), with RAC license
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Setup for IBM N series storage

1. Configure a IBM N series storage system running IBM N series Data ONTAP 7.2 or later and with
NFS and IBM System Storage N series with SnapRestore®Iicense keys.
2. Create and export volumes for storing Oracle database files on the storage:

a. Create three volumes on the storage (Data1) as listed below.
orahone Shared Oracle and CRS Honme(Bi nari es)
oradata Oracle datafiles and control files
oraldg CRS files
oral ogs dat abase | ogs, a copy of control file and archive |ogs

To create volumes, use the following command at the IBM N series storage console:

Dat al> vol create oradata 14

Note: W created volune oradata with 14 di sks and vol umes oral ogs and
orahone with 8 disks each. You can create your volunmes based on your
wor kl oad needs.

Edit the /etc/exports file on IBM N series storage (Data1) and add the following entries to that
file:

/vol / orahome -anon=0

/vol / oradata -anon=0

/vol / oral ogs -anon=0
/vol /oral0g -anon=0

b. Execute the following command at the storage system console:
Dat al> exportfs -a

Note: It is recommended that you use flexible volumes in your database environment. IBM
System Storage N series with FlexVol™ technology pools storage resources automatically
and enables you to create multiple flexible volumes on a large pool of disks. This flexibility
means you can simplify operations, gain maximum spindle utilization and efficiency, and
make changes quickly and seamlessly.

The database volume layout discussed in this document was defined for certification
purposes and your setup may vary depending upon requirements.
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Patches, environment and operating-system settings

Patches

Before your OracleRAC10gR2 install, the following rpms need to be applied on IBM servers. Some of
these rpms may already be applied to your system. To determine whether the required rpms are already
installed and committed, enter a command similar to the following:

= #rpm—qa | grep compat
If a patch is not installed and committed, then install it. Here is a list of required patches.

*  binutils-2.15.90.0.1.1-32.10

*  binutils-64bit-9-200505240008

= compat-libstdc++-33-3.2.3-47.3 (ppc64)
= make-3.80-184.1 (Not Gmake-3.80-184.1)
= gcc-3.3.3-43.34

*  gcc-64bit-9-200505240008

= gcc-c++-3.3.3-43.34

= glib-1.2.10-586.1

= glib-64bit-9-200407011606

= glibc-2.3.3-98.47

= glibc-64bit-9-200506062240

= glibc-devel-2.3.3-98.28

= glibc-devel-64bit-9-200407011606
* |ibaio-0.3.102-1.2

»  |ibaio-64bit-9-200502241152

* libaio-devel-0.3.98-18.3

» libaio-devel-64bit-9-200407011606
* libgcc-3.3.3-43.34

= libgcc (64-bit) 9-200505240008

* libgcj-3.3.3-43.24

* libgcj-64bit-9-200407011606

= libgcj-devel-3.3.3-43.24

» libgcj-devel-64bit-9-200407011606
* libobjc-3.3.3-43.24

= |ibobjc-64bit-9-200407011606

* |ibstdc++-3.3.3-43.34

* |ibstdc++-64bit-9-200407011606

= |ibstdc++-devel-3.3.3-43.34

» |ibstdc++-devel-64bit-9-200407011606
= perl-5.8.5-121

= {cl-8.4.7-2

= unzip-5.51-7

= Zip-2.3-27

= tar-1.14-4
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IBM XL C/C++ Advanced Edition V7.0.1 for Linux Runtime Environment component

If the IBM XL C/C++ Advanced Edition VV7.0.1 for Linux on POWER compiler is installed, then the IBM
XL C/C++ Advanced Edition V7.0.1 for Linux Runtime Environment Component will be automatically
installed with the compiler. If the IBM XL C/C++ Advanced Edition V7.0 for Linux on POWER
compiler is not installed, then the IBM XL C/C++ Advanced Edition VV7.0.1 (or higher) for Linux
Runtime Environment Component must be installed and can be downloaded for free without any
license requirement.

Follow the instructions on the Web page to identify the correct files for SLES 9 “sles9”. Both files
must be downloaded for Oracle:

= The RTE component: vacpp.rte.70.sles9.jan2006.update.tar.gz
= The XL Optimization Libraries: vac.lib.70.sles9.tar

Java for Oracle JDBC/OCI drivers

IBM Java 1.4.2 64-bit (SR1a) or higher:
= IBMJava2-142-ppc64-SDK-1.4.2-1.0
IBM Java 1.4.2 32-bit (SR1a) or higher:
= |BMJava2-142-ppc32-SDK-1.4.2-1.0
IBM Java 1.3.1 32-bit (SR8) or higher:
= |BMJava2-SDK-1.3.1-8.0
Note: IBM Java 1.4.2 32-bit is installed with Oracle.
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Operating-system settings

On SUSE systems, the default ulimits for individual users are set in /etc/security/limits.conf As a root
user, add the following entries using root users:

# Oracle specific settings

oracle soft nofile 4096

oracl e hard nofile 65536

oracl e soft nproc 2047

oracl e hard nproc 16384

oracle soft menl ock 3145728
oracle hard mem ock 3145728

This needs to be done on all nodes of the cluster. A server reboot might be necessary to activate updated
limits. After you modify the settings, “ulimit —a” command should display the following:

#ulimt -a

core file size (blocks, -c) O

data seg size (kbytes, -d) unlinmted
file size (blocks, -f) unlinmted
max | ocked nenory (kbytes, -1) unlinmted
max menory size (kbytes, -m unlinited
open files (-n) 1024

pi pe size (512 bytes, -p) 8

stack size (kbytes, -s) unlinted
cpu tine (seconds, -t) unlimted
nmax user processes (-u) 15168
virtual nenory (kbytes, -v) unlinted

Verify the same for the Oracle user.

Kernel settings

Add the following parameters for the shared memory and semaphores to the “/etc/sysctl.conf” file
using root user.

kernel .shmal | = 2097152
kernel . shmmax = 2147483648
kernel . shrmi = 4096

kernel . sem = 250 32000 100 141
fs.file-max = 65536
net.ipv4.ip_|l ocal _port_range = 1024 65000
net.core.rmemdefault = 1048576
net.core. wrem default = 262144

1048576

262144

net. core. rnmemmx
net. core. wrem _nax
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Preinstall setup tasks (cluster nodes)

This information is intended for both nodes in the participating cluster unless specified otherwise.

1. Please have two IBM pSeries PowerPC servers ready with the latest recommended patches and
operating-system settings as discussed in Section 6.

2. 2

a.
b.

w
0w

. Install/configure NI in the cluster nodes (three per node).

Public IP: As indicated by name.

Private interconnects: Connect one gigabit NIC back to back to the other node for cluster
interconnects.

Server connection to the IBM N series storage: Connect one gigabit NIC to the gigabit switch,
which will connect to the gigabit NIC on the IBM N series storage.

. Configure the network interfaces on each node.

Configure the three network interfaces as indicated below.

# btc-ppe-srv5 (Host 1)

en0 — ip: 10.73.68.155, netmask 255.255.254.0
en6 - ip: 10.73.69.155, netmask: 255.255.255.0
end - ip: 192.168.73.1, netnask: 255.255.255.0
# btc-ppe-srv6 (Host 2)

en0 — ip: 10.73.68.156, netnask: 255.255.254.0
en6 - ip: 10.73.69.156, netmask: 255.255.255.0
end - ip: 192.168.73.2, netnask: 255.255.255.0

Where:

= Interface en0 is the public ip for each node.

= Interface en6 on both cluster nodes is connected to the gigabit switch for storage 1/0.

= Interface en4 on both cluster nodes is connected back to back for cluster private
interconnects.

Update the /etc/hosts file on the cluster nodes and add entries for public, private and VIP

addresses. Note that in addition to the preconfigured public and private network, Oracle

Database 10g requires additional IP addresses that will be mapped to the public address as

virtual IPs (VIPs). If a node fails when an application or user makes a connection using a VIP,

the Oracle clusterware will transfer the VIP address to another surviving instance. Add the

VIP to the /etc/hosts file on all nodes in the cluster and all nodes accessing the database.
A sample for /etc/hosts entries

# Internet Address Hostnane # Conment s

10. 73. 68. 155 bt c- ppe-srv5 bt c- ppe- srv5. bt cppe. i brm. com
10. 73. 69. 155 bt c- ppe- srv5-en6

192.168.73.1 bt c- ppe- srv5-i bt c- ppe-srv5-i. btcppe.ibm. com
10. 73. 68. 195 bt c- ppe-srv5-v bt c- ppe- srv5-v. bt cppe. i bm. com
10. 73. 68. 156 bt c- ppe-srv6 bt c- ppe- srv6. bt cppe. i brm. com
10. 73. 69. 156 bt c- ppe- srv6-en6

192.168.73.2 bt c- ppe-srv6-i bt c- ppe-srv6-i. btcppe.ibm. com
10. 73. 68. 196 bt c- ppe-srvé6-v bt c- ppe-srv6-v. bt cppe. i bm. com
10. 73. 69. 105 dat al

4. Check each interface connection via the ping command (interconnects, public IPs and storage).

10
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5. Create NFS mount points and mount the volumes with the following mount options on all cluster

nodes. As a root user, update the /etc/fstab file on all server nodes and add the following entries:

Dat al:/vol /oradat a / or adat a nfs
hard,intr,tcp, rw bg, rsi ze=32768, wsi ze=32768, acti meo=0, ti neo=600

Dat al:/vol / or ahone / or ahome nfs
hard,intr,tcp, rw bg, rsi ze=32768, wsi ze=32768, noac, ti nreo=600

Dat al:/vol / oral ogs / or al ogs nfs hard,intr,
tcp, rw, bg, rsi ze=32768, wsi ze=32768, acti meo=0, ti mreo=600

Dat al:/vol / oralOg /oralOg nfs
hard, tcp,intr,rw bg, rsi ze=32768, wsi ze=32768, noac, ti nreo=600/

Where:

= Data1 is the name of the IBM N series storage system.

= oradata, oralogs, orahome, and ora10g are the mount points on the cluster nodes.

= oral0g is just a separate mount point for CRS files. CRS files (cluster registry file and voting
disk file) can reside in the same /ora10g volume but must be mounted with “noac” mount
option. “intr” mount option is required in failure scenarios in which CRS has to evict a node.

= During the Oracle CRS install, please make sure to indicate a path starting with /ora10g
directory when prompted for the Oracle Cluster Registry (OCR) file and voting disk Oracle
Cluster Synchronization Services (CSS) file location.

Note: Oracle install fails if you dynamically mount NFS volumes without adding entries in
/etc/fstab.
6. Create the following mount points on all cluster nodes:
#nkdir /oradata
#nkdir /oral ogs
#nkdir /orahome
#nkdi r /oralOg
Mount exported volumes on the mount points created above on all the cluster nodes. It is always
a good idea to verify mount options by mount command on each node. After the NFS volumes
are mounted, change the ownership of these mounted volumes to Oracle user.

11
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Installation procedure

For an OracleRAC10gR2 install SUSE POWER Linux, refer to the Oracle install documentation (part #
B14203-05). The link below provides instructions for OracleRAC10gR2 install on SUSE POWER Linux:

1. Preparing to install the OracleRAC10g on cluster nodes:

a. This document assumes the Oracle user account and the group to be oracle and dba,
respectively, on both cluster nodes. The user ID and group name for the oracle account
should be the same on both cluster nodes. A sample oracle user .bash_profile file is provided
in the appendix. Make sure the user profile file exports at least ORACLE_BASE,
ORACLE_PRODUCT, ORACLE_HOME, ORACLE_SID, and PATH entries.

b. Grant appropriate permissions to the oracle user on all shared mounted volumes, /oradata,

/orahome, and /oralogs as indicated below:
#chown - R oracl e: dba /oradata
#chnod -R 755 /oradata

Repeat the same for orahome and oralogs volumes.
c. Set up account equivalence between the cluster nodes for the oracle user account. Add the

following entries to the /etc/hosts.equiv file on all cluster nodes:
bt c- ppe-srv5 oracle
bt c- ppe-srv6 oracle
bt c- ppe-srv5-i oracle
bt c- ppe-srv6-i oracle

d. Test the oracle account equivalence using a remote shell utility. such as rsh. after logging in

as the Oracle user from both cluster nodes.
bt c- ppe- srv5:

#su — oracle

$rsh bt c-ppe-srv5 pwd
$rsh btc-ppe-srvé pwd
$rsh btc-ppe-srv5-i pwd
$rsh btc-ppe-srv6-i pwd

bt c- ppe-srv6

#su — oracle

$rsh btc-ppe-srvs pwd
$rsh btc-ppe-srvé pwd
$rsh btc-ppe-srvs-i pwd
$rsh btc-ppe-srv6-i pwd

2. Installing OracleRAC10g CRS (Cluster Ready Services): Prior to installing the Oracle10g, Oracle
CRS must be installed, configured and started. Refer to Oracle Real Application Clusters
Installation and Configuration Guide 10g Release 2 (10.2.0.1) for UNIX® Systems for details on
installing Oracle CRS on Linux. This section describes the procedures for using Oracle Universal
Installer (OUI) to install CRS. Note that the CRS home that you identify in this installation phase is
only for CRS software; this home cannot be the same home as the one for the OracleRAC10g
database. In short, ORACLE_HOME and CRS HOME must be different locations.

a. Run the runinstaller command from the /crs subdirectory on the Oracle CRS Release 21
(10.2.0.1) CD-ROM. This is a separate CD that contains the Oracle CRS software. This
document assumes you start the OUI from node 1 (btc-ppe-srv5). When the OUI displays the
Welcome page, click Next.

12
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4 Oracle Universal Installer: Welcome

Welcome

The Qracle Universal Installer guides you through the installation and configuration of

wvour Oracle products,

Click "Installed Products..." to see all installed products,

Deinstall Products. .. jl

Apout Oracle Universal Installer.. |

Help Jl (Inztallec Products... ) Back [xext [mstall Cancel

ORACLE

b. On the “Specify Inventory...” page, enter a nonshared location for Oracle Inventory. This is
the only part of Oracle10g that should not be shared. For this test, we used
/home/oracle/oralnventory for the Oracle Inventory information. Click Next.

13
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“ Oracle Universal Installer: Welcome EJ@WE

Specify Inventory directory and credentials

¥ou are starting wour first installation an this host. As part of this install, »ou need to specify a
directorny for installer files. This is called -he "inventory directary. Wwithin the inventory direciorny the
installer automsztically sets up subdirectories for each product 1o contain inventory data and will
Consume typicaly 150 Kilobstes per product.

Enter the full psth of the inventory directory,

|jhnme;nr310gmralnwnmw Browise. ..

¥ou can specify an Qperating System group that has write permission to the abowe inventory directorny,
You can leave the field blank if wouwant to perform the abowve operations as a SUperuser.

Specify QOperating 3wsterm group name:

dba
Help Jl Installed Products... Jl Back |rstall Cancel
oRACLE'

c. The Specify File Locations page contains predetermined information for the source of the
installation files and the target destination information. Specify the destination path for the
shared CRS home. The path should be on a shared file system and different from
$ORACLE_HOME. In this exercise, the shared CRS home was
/orahome/ora10g/product/10.2.0/crs_1.

14
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<0racielimversalinstallerzSpecifyHome Details \jjﬂ'

Specify Home Details

Destination
Enter or select a name for the installation and the full path where wau want to install the product.

Mame: |OraCr510g_hnmE1 [_]

Fath: |;nrahnme;nralﬂg;prnduct}10.2.0,f|:r5|_1 [_] Browse... |

Froduct I__anguages...jl

Help )'l InstalledErnductz...) Back ] Pext ) [ristall J Cancel )‘l

ORACLE

15
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~<Analyzing dependencies (=13
Pracessing Qracle Clustenware 10.2.0.1.0

L ax [
Specify Home Details

Destination
Enter ar select a name for the installation and the full path where sau want to install the product.
Marne: |OraCr510g_hnmel

FPath: |jnrahnme;nramgmrnducu10.2.0,f|:r5_1 Browse. .

Frocuct Languages. ..

Help [nstalled Froducts. .. Back: [rstall Zancel

ORACLE

d. On the next screen, specify the cluster name, public names (hosthames), private names and
virtual hostnames to be used for the cluster interconnect. In our case, the public names are
btc-ppe-srv5 and btc-ppe-srv6, the private names are btc-ppe-srv5-i and btc-ppe-srv6-i and
the Virtual hostnames are btc-ppe-srv5-v and btc-ppe-srv6-v. click next after adding all the
nodes name.

16
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“<Bracle Universal Installer: Specify, Cluster. Configuration _J_Jﬂ]

Specify Cluster Configuration

Enter a name far the cluster and select the nodes to be managed by the Oracle Clusterware, For each
node, specify the name for the public IP address, the name for the private interconnect, and the name

for the wirtual IP address on the node.

You can use a cluster canfiguration file to configure wour cluster by clicking Use Cluster Configuration
File instead of completing the Cluster Bodes box. The Use Cluster Canfiguration File option is helpful if

wou hawe many nodes.

Cluster Mame:|crs

Cluster Modes
Fublic Mode Mame Private Hode Mame YWirtual Host Kame

htc-ppe-srs htc-ppe-srvs-i htc-ppe-smd —w

bic-ppe-sr bic-ppe-srve-i bic-ppe-shve—w

ze Cluster Configuration FilE...| Edit...| EemnwE...|

Help jl Installed Products... jl Back | et jl [rstall Cancel

ORACLE

17
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You can modify the following attributes of the selected node in the
cluster. Ensure that the maodified entries are unigue; theyw must be
different from the entries for the same attributes on the other nodes in

this cluster.

L

VLI AN SR T E X ST NS LG

Bublic Mode Mame: |t:|t|:—ppe—5hr5

Private Mode Rame: |t:|t|:—ppe—5ru5—i

Wirtual Host Marme: |t:utn:—ppe—5m5—x4
] Cancel

e. On the Network Interface Usage page, specify the private network to be used for the cluster
interconnect. This is a very important step. Do not leave it set to the default, which is Do Not
Use. In this case, eth1(btc-ppe-srv5-i) was used as the private interconnect and ethO(btc-ppe-
srv5) was used as public interface. Select the interface and click the edit button to modify it.

Click Next.

18
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<OracielUniversalinstallerz Specify Networlanterface lisaoe JJLE

Specify Network Interface Usage

Identify the planned use faor each global interface shown in the baox below: Public, Private, ar Do Mot
dse. Priwvate interfaces are used by Oracle Clusterware far inter-node traffic.

If there is more than one subnet associated with an interface, then click Edit and change the interface's
attributes to associate the interface name with the additional subnets.

Interface Marme Subnet Interface Type
bondo 1073 620 Do Mot Use
10,732 68.0 Public

ethl 192,168,720 Private

1] | b

Help Jl Installed Products. .. j Back | Mext j |rstall Cancel

ORACLE

19



" Edit private interconnect type E@E

[5tho |

ro7seeo

On the OCR (Oracle Cluster Registry) page, specify the OCR file. Make sure to specify the
full path to a shared location along with the name of the file. Do same for mirror file if you
want normal redundancy. In our case, we used /ora10g/ocrfile and /ora10g/ocrfile_mirror.

Click Next.

OracleRAC10g Release 2 on POWER Linux (SUSE9 with IBM System Storage N series

20




It
i
1T

Jjnmi]
Il
Ih
lll
in

-

“<Oracle Universal Installer: Specify,

0
|Lﬂ
=
LA
L=,
0"
-
e
0"
L
LA
L=
&
it

Dracls

Specify Oracle Cluster Registry (OCR) Location

The Cracle Cluster Eeagistry (QCE) stores cluster and database configuration information. specify a
cluster file swstermn file or a shared raw device containing at least 100ME of free space that is accessible

from all of the nodes in the cluster.

QOCR Configuration

W Mormal Redundancy
Choose this option to enable the Oracle Clusterware to manage OCR mirraring. vou will need an additional

100 ME of dizk space for the mirrored copy.

" External Redundancy
Choose this option if you are using your disk management system to provide OCR redundancy.

Specify OCE Location: |,f|:|r310g,"n|:rfile

Specify OCE Mirrar Lnn:atil:un:|jnr310g,fntrfile_mirrnr

Back | et jl [rstall Cancel

Help jl Installed Products... jl
oRACLE'

g. On the Voting Disk page, specify the CSS voting disk file location. We used /ora10g/cssfile for
CSS services. In case of normal redundancy specify the path along with name. Click Next.

21
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“<0racle Universal Installer: Specify Votin

Specify Yoting Disk Location

The Oracle Clusterware woting disk contains cluster membership information and arhitrates cluster
mwnership among the nodes of vour cluster in the event of netwarls failures. Specify a cluster file
system file or a shared raw dewice that is accessible by the same name fram all of the nodes in the
cluster. The Installer requires at least 20MEB of free space for the woting disk that it creates.

Yoting Disk Configuration

W Mormal Redundancy
Chooze this option to enable the Oracle Clusterware 1o manage two additional copies of your woting dizsk.
Each additional copy requires 20ME of dizk space.

" External Redundancy
Chooze this option if yoware using your disk management system to provide voting dizk redundancy.

YWating Disk Location: |,f|:|r310g,f|:55file

Additional Yoting Disk, 1 Ll:u:atinn:|;Dr310g,fc55file_mirrnr1

Additional Woting Disk 2 Ll:n:atil:un:|,f|:|r310g,f|:55file_mirrl:|r1

Help jl Installed Products... jl Back | et jl [rstall Cancel

ORACLE

h. Click Install to continue CRS Installation.
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i : P . .
“<Oracle Universal Installer: Summary,

Summary
Oracle Clusterware 10.2.0.1.0

T-Global Settings
Source: fdumpforaclefEAC/Disk]1fstage/products. xml

Dracle Home: forahomeforaldgfproductf1o.2 . 0fcrs_1 (OraCrslog_homel)

Cluster Modes
Installation Type: Complete

=Z-Product Languages
L English

ZF5pace Requirements
—JF FEequired 731MB ;. Available 52 170B
—impf Eequired &4MEB {onlky as temporary space) ;. Available 52408

E-Femote Modes
Z-Mew Installations 36 products)

—agent Required Support Files 10.2.0.1.0
)

—Bali share 1.1.18.0.0
] et )'I Install )'I Cancel )'I

Help )'I Installed Products. .. )'I Back
oRrRACLE
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~“hracielinmversal Installer: Install

Install

Installing Oracle Clusterware 10.2.0.1.0
““ Installation in progress

Link pending...

Setup pending...

Remote operations pending...

Configuration pending...
Extracting files to 'forahome foralldg/product fj10.2.0/crs_1".
i 1%

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-12-09FPM.10g

Back: ] et )'I [stall )'I Carcel )'I

Help )'I Installed Broducts. . )'I
oRrRACLE
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~“hracieliniversal Installer: Insta

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful
] Linking "Oracle Net Required Support Files 10.2.0.1.0 "
Setup pending...
Remote operations pending...

Configuration pending...

Building client zhared libraries

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-12-09FPM.10g

Back: e [=3 [rstall Zancel

Help [nstalled Froducts. ..
oRACLE'

25




I
1
I

Jjm]|
Il
Ih
al]
mn

~“hracielinmversal Installer: Install Jg_lim1

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful
¥ Link successful
v Setup successful
Remote operations pending...

Configuration pending...

updating 'forahomejforal0g/product f10.2.0/cr=_1 finztallfcluster.ini.

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-12-09FPM.10g

Help [nstalled Froducts. .. Back: e [=3 [rstall Zancel

ORACLE
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~“hracielinmversal Installer: Install JJ\E‘

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful

¥ Link successful

v Setup successful

¥ Rermmote operations in progress

Configuration pending...

Copying Oracle home 'forahomeforal0g/fproduct f10.2.0/crs_1"'to remote nodes 'bBtc-ppe-srvi’.

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-12-09FPM.10g

Help [nstalled Froducts. .. Back: e [=3 [rstall Zancel

ORACLE
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< 0Oracle Universal Installer: Install =3

Install

Installing Oracle Clusterware 10.2.0.1.0
¥ Install successful

¥ Link successful

v Setup successful

¥ Remaote operations complete

Configuration pending...

Saving Cluster Inventory

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-12-09FPM.10g

Help [nstalled Froducts. .. Back: e [=3 [rstall Zancel

ORACLE

i. During configuration you may get following error. Click OK to continue.
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Run the following script as root user starting from primary node.

OracleRAC10g Release 2 on POWER Linux (SUSE9 with IBM System Storage N series
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SExeciie Coniguration scrpls d

The following canfiguratian scripts need to bhe executed as the "root" user in each cluster

node.

Scripts 1o be executed:

Modes

Murmber | Script Lacatian
1 JorahomeforalogforalnventonyforainstEoot. sh btc-ppe-snd bic-ppe-sr
2 forahomejforalogfproductf 102 Q/crs_1/root.sh htc-ppe-srvs DiC-ppe-sr

Jl

To execute the canfiguration scripts:
1. Open a terminal wincoww

2. Log in as "root"
2. Eun the scripts in each cluster node
4. Eeturn to this window and click "QR" to continue

Blate: Do nat run the scripts simultanecushy: an the listed nodes.

O

Help )

k. In the configuration assistant window you may get some warnings. Click OK to continue.
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< Oracle Universal Installer: Configuration Assista

Configuration Assistants

The following configuration assistants will configure and start the components vou selected earlier.

Tool Mame Status Twpe
. Oracle Clustenaars
[ Oracle Maotification Server Configuration Assistant Succeeded Fecommended
Succeeded Fecommended

[T Oracle Private Intercannect Configuration Assistant
Fecommended

B Oracle Cluster Werification Utility

Ratry el

Details (see full log at forahomeforalogforalmeentorylogs finstallActions2006-11-29_03-12 -09PM . lat

The "forahomeforalogfproduct f 10 2. Qfcrs_1fcfgtoollogs fcanfigT oolFailedCommands" script =
contains all commands that failed, were skipped arwere cancelled. This file maw be used to run
these canfiguration assistants outsicle of QUI. Mote that wau may hawve to update this script with

passwords (if any before executing the same.
-

[nstalled Froducts. .. Back: et [rstall Cancel

Help ) B
ORACLE
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VAT,

Run vipca utility from $ORA_CRS_HOME/bin directory as root user on Master Node

(btc-ppe-srv5). Click next.
# ./vipca

OracleRAC10g Release 2 on POWER Linux (SUSE9 with IBM System Storage N series
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The [P Configuration Assistant creates and configures YIP, G50, and
CMS resource applications for each cluster node.

Cancel J Helg )l

m. Select the Public Interface. Click Next.
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LL

This page displaws the supported netwark interfaces found. select the
netwaork interfaces from the list.

Select Al Select Mone

Cancel ) Help )

n. Specify Virtual IP address and Subnet mask of each node. Click Next.
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P addresses are required for defining wirtual IP resource application for

each cluster node.

Subnet Mask

FHode name P Alias Mame IP address
btc-ppe-sos 255 255 2550
bto-ppe-sme 255 255 255.0

Clear] Clear all]

Cancel )

Help

J

£ Back | [t E}]

35



2. : Virtual IPs for... |- |0]X]

P addresses are required for defining wirtual IP resource application for

each cluster node.

, hnde narme I[P Alias Mame I[P address Subnet Mask
tc-ppe-sms [Ric-ppe-sms - 107368195 | 255 255.254.0
bic-ppe-srs-w 10,73 68,196 | 255.255.254.0

Clear] Clear all]

Cancel ) Help

J

£ Back | [t E}]

0. Click Finish to continue vipca.
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Summary

The VIP Configuration Assistant will now create
application resources for each selected node,

Nodes: btc—ppe—srvd,btc-ppe—srvb
Network Interfaces: ethi

Mapping of nodes and virtual IP addresses:

Node IP Alias IP address Subnet Mask
name Mame
btc—ppe~ btc—ppe= |1 23 g8 195|b55 255 254,0
srvs SrwS—v

btc—ppe— |btc—ppe— )5 22 55 196255 255.254.0
Srwi Srvh—y

Cancel )I Help )l £ Back Mext = | [ Einish )
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¥ Creating YIP application resource on ¢ nodes
Creating G50 application resaurce an (21 nocdes
Creating QM5 application resaurce an (2 nocdes
Atarting YWIF application resource an (21 nodes
Starting G50 application resaurce an (2 nodes
Atarting ORE application resaurce an (2 nodes

WP Configuration Assistant Progress

| 0%
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Creating YVIP application resource on () nodes
Creating G5D application resource on % nodes
Creating ONS application resource on ¢ nodes
Atarting YWIF application resource an (21 nodes
Starting G50 application resaurce an (2 nodes
Atarting ORE application resaurce an (2 nodes

WP Configuration Assistant Progress

RN

S

p. Click OK and then exit to finish VIPCA.
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Creating YVIP application resource on () nodes
Creating G5D application resource on % nodes
Creating ONS application resource on ¢ nodes
Starting YIP application resource on () nodes
Starting GS5D application resource on (2 nodes
Starting ONS application resource on (M nodes

RERRRAN

Configuration complete. Click "OK" 10 see results.
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Configuration Resilts Lﬂ]

Configuration Results

The ¥IP Configuration Assistant has successfully created resource aplications for
each cluster node,

Modes: btc—ppe—srvs,btoc—ppe—srvi
MNetwork Interfaces: eth(

Mapping of nodes and virtual IP addresses:

|Node name |IF Alias Name |IF address |5ubnet Mask

btc-ppe-srv5 btc-ppe-srv5—v 110.73.68.195 255.255.254.0

btc-ppe-srvé btc-ppe-srv6-v 10.73.68.196 255.255.254.0
Exit Help

g. You can verify your CRS installation by executing the olsnodes command from the CRS
Home/bin directory. The olsnodes command syntax is:

ol snodes [-n] [-1] [-Vv] [-9]
Where:

-n displays the member number with the member name
-| displays the local node name

-v activates verbose mode

-g activates logging

The output from this command should be a listing of the nodes on which CRS was installed.
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3. Installing OracleRAC10g software:
a. 1. After making sure that Oracle CRS have started on the cluster nodes, start runinstaller
from Disk1 of the Oracle10g Release 2 CDs.
b. 2. On the Specify File Locations screen, enter the destination path for the shared
ORACLE_HOME. This should be a different location than the shared CRS Home. For this
exercise, the shared ORACLE_HOME was /orahome/ora10g/product/10.2.0/db_1.

< Oracle Universal Installer: Specify Home Details \_J\_Jﬂ]

Specify Home Details

Destination

Enter ar select a name for the installation and the full path where sau want to install the product.
MName: | oraDh10g_homel

Path: | torahomeforalog/product/10.2.0/dh_1 Browse... |

Help )l Installed Products. .. )l Back [+ [mstall Cancel
oRACLE'

c. On the next screen, select Cluster Installation and choose all the nodes in the cluster. For our
exercise, the two cluster nodes were btc-ppe-srv5 and btc-ppe-srv6. Click Next.
(Note: If the nodes are not displayed in the cluster node selection, then Oracle CRS are not
configured or started on those cluster nodes.)
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‘<Oraclelniversallnstallerz Specify Hardware Clusterlns sy J_Jﬂ]

Specify Hardware Cluster Installation Mode

W Cluster Installation
Select nodes (in addition to the local node) in the harchware cluster where the installer should install

products that wau select in this installation.

MHode Mame
¥ btc-ppe-sns

Fl btc-ppe-snvé

select All Dezelect All

T Local Installation
Select this option if wou want to perform a single node non-cluster installation even though the local

node is part of a hardware cluster.

[rstall Cancel

Help ) Installed Products... | Back | Mext
oRACLE’

d. Forinstallation type, select Enterprise Edition and click Next.
e. On the Select Database Configuration page, choose the “Do not create a starter database’

option. We used dbca to create a database later. Click Next to continue further.
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<“Oracle Universal Installer Select Configuration @ption JJ@1

Select Configuration Option

Select the configuration that suits wour needs. You can choose either to create a database or to
configure Automatic torage Management (45M) for managing datakbase file storage. Alternatively, wou
can choose to install just the software necessany to run a database, and perfarm any database

configuration later.

" Create a database

T Configure Autormatic Storage Managerment (A5M)

Specify A5M ST5 Password: |

Canfirm ASM-5YS Passward: |

W |nstall database Software only

Help jl Installed Products... jl Back | et jl [rstall Cancel

ORACLE
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i : P . .
“<Oracle Universal Installer: Summary,

Summary
Oracle Database 10g 10.2.0.1.0

T-Global Settings
Source: fdumpfaraclefDB/Disk 1 fstagefproducts. xml

Dracle Home: forahomeforaldgfproductf1o.2 . 0fdb_1 (OraDhldg_homel)

Cluster Modes
Installation Tyipoe: Enterprise Edition
=Z-Product Languages

L English

ZF5pace Requirements
—JF FEequired 1.74CB : Awvailable 58.410GE
—ftmpf Feguired 122ME (onky as temporary space) © Available 5. 24GE

E-Femote Modes
=Z-Mew Installations (107 products)
—agent Required Support Files 10.2.0.1.0

—aAssistant Commaon Files 10.2.0.1.0

Install Cancel )'I

Help )'I Installed Products. .. )'I Back ] et )'I
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al Installer: Install )X

~Aracielinivers

Install

Installing Oracle Database 10g 10.2.0.1.0

““ Installation in progress Oracle Database 10g:

Link pending... The Database for the Grid
Letup pending... « Virtualization at every layer
FRemote aperations pending... + Policy-based provisioning

+ Resource pooling

Configuration pending...

Extracting files to 'forahomeforal0g/fproduct f10.2.0/db_1".
i 1%

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-42-30FPM.10g

)'I InSIaIIEdEdeuctz...)‘l Back: ] et )'I [stall )'I Carcel )'I

Help
ORACLE
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~“hracieliniversal Installer: Insta

Install
Installing Oracle Database 10g 10.2.0.1.0
v :
Inztall succezsful The Self-Managing
Database

] Linking "Oracle Net Required Support Files 10.2.0.1.0 "
+ Automatic performance

Setup pending...
diagnosis
Remote operations pending...
+ Guided application and
Configuration pending... SOL tuning
+ Proactive space
management

Linking ntcontab

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-42-30FPM.10g

Back: e [=3 [rstall Zancel

Help [nstalled Froducts. ..
oRACLE'
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~“hracielinmversal Installer: Install Jg_lim1

Install

Installing Oracle Database 10g 10.2.0.1.0

p-, "
Install succezsful The Seli-Managing
¥ Link successful Database

¥ Setup successul + Automatic performance

diagnosis
¥ Remote operations in progress e plioatiiai
+ Guided application
Configuration pending... SOL tuning
+ Proactive space
management

Copying Oracle home 'forahomeforal0g/product /10.2.0/db_1"' to remote

(Stnp inztallatinn...)

You can find a log of this install sezsion at:
forahomejforallgforalnventory flogsfinstallAction=2006-11-29_03-42-30FPM.10g

Help [nstalled Froducts. .. Back: e [=3 [rstall Zancel

ORACLE

f. Click OK to continue.
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| E Efrer \31

I G Femote 'AttachHome' failed on nodes; 'btc-ppe-smviz'. Eefer to
v b “Yorahomeforalogforalhventoryflogs finstallActions2 006-11-29_02-42-30PM.
y log' for details.

You can manualky re-run the following command on the failed nodes after the
- installation;
o Jorahomeforalgfproductf 102 0fdb_1fouifbinfruninstaller —attachHome -

noClusterEnahled ORACLE_HOME=forahomejforaldgfproductf 1o 2. afadb_ 1
OFACLE HOME_MAME=0raDhl10g_homel CLUSTER_MODES=btc-ppe-srs,
htc-ppe-smk "IRYERT ORY_LOCATION = forahome foraldgforalmventon
LOCAL_MODE=<node on which command is to be run:,

[Zal

You can find a log of this install sezsion at:
forahomeforallgforalhventory flogsfinstallActions2006-11-29_03-42-30FPM.10g

Help [nstalled Broducts. . | Back i [0 [metall cancel

ORACLE’

g. Run the following scripts as root user starting from master node when prompted.
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<Execite Confisuration scripts m‘

|I"I The following configuration scripts need to be executed as the "root” user in each cluster
node,

ST <ripts to be executed:
LT -
v Mumber | Script Location Modes
o L forahomeforalogjoralmeentoryforainstfoot. sh ic-ppe-srs
5
v 2 Jorahomejforalogfproductf 102 . 0fdb_1jfroot.sh | btc-ppe-srs, btc-ppe-smi
R
a
1] I

1. Open aterminal window

= 2. Login as “root"

: Z. REun the scripts in each cluster node

4. Eeturn to this window and click "OK" to continue

= Help (oo )

| Help | [ Installed Broducts., | [ Back || et ) Instal ) [ Cancel |

ORACLE

h. Click exit to finish the Database Installation.

Savi

[ R .
‘! To execute the configuration scripts:
(Y

i

50



““0racleliniversalinstallers Endiofinstallation \jjmi

End of Installation

The installation of Oracle Database 10g was successful.

Flease remembar...

The following |2EE Applications have been deployed and are accessible at the |~
LELs listed balow,

IS Plus URL:
http:ffbte—ppe-srvS:5560/isglplus

ISQL"Plus DEA LIRL:
http:ffbte—ppe-srvS: 5560/ isglplusfdba

( Help ) (InztalledErnductz...) ( Back: " e [=3 )( [rstall )( Exit )
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Appendix

Sample .bash_profile file for the Oracle user:

export ORACLE_BASE=/ or ahone/ or al10g;

export ORACLE PRODUCT=$0RACLE_BASE/ pr oduct ;

export ORACLE HOME=$ORACLE_PRCDUCT/ 10. 2. 0/ db_1;

export ORACLE CRS=$ORACLE_PRCDUCT/ 10. 2. 0/ crs_1;

export ORACLE_SI D=oce;

expor t

LD LI BRARY_PATH=$ORACLE_HOVE/ | i b: $ORACLE_CRS/ | i b: $ORACLE_HOVE/ | i b32: $LD LI BRARY_PATH,
export LI BPATH=$ORACLE HOME/ | i b: $ORACLE_CRS/ | i b: $ORACLE_HOWE/ | i b32: $LI BPATH

export PATH=$PATH $ORACLE _HOME/ bi n: $ORACLE _HOME: $ORACLE _CRS/ bi n: / usr/ j aval4/ bi n;
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Trademarks and special notices

© International Business Machines 1994-2007. IBM, the IBM logo, POWER, PowerPC, pSeries, System
Storage, and other referenced IBM products and services are trademarks or registered trademarks of
International Business Machines Corporation in the United States, other countries, or both. All rights
reserved

References in this document to IBM products or services do not imply that IBM intends to make them
available in every country.

Network Appliance, the Network Appliance logo, Data ONTAP, FlexVol, Snapshot, SnapMirror,
SnapRestore and FlexClone are trademarks or registered trademarks of Network Appliance, Inc., in the
U.S. and other countries.

Linux is a trademark of Linus Torvalds in the United States, other countries, or both.
Other company, product, or service names may be trademarks or service marks of others.
Information is provided "AS IS" without warranty of any kind.

All customer examples described are presented as illustrations of how those customers have used IBM
products and the results they may have achieved. Actual environmental costs and performance
characteristics may vary by customer.

Information concerning non-IBM products was obtained from a supplier of these products, published
announcement material, or other publicly available sources and does not constitute an endorsement of
such products by IBM. Sources for non-IBM list prices and performance numbers are taken from publicly
available information, including vendor announcements and vendor worldwide homepages. IBM has not
tested these products and cannot confirm the accuracy of performance, capability, or any other claims
related to non-IBM products. Questions on the capability of non-IBM products should be addressed to the
supplier of those products.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in
any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part
of the materials for this IBM product and use of those Web sites is at your own risk.
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