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About this information

This edition applies to IBM Spectrum Scale version 5.0.5 for AIX®, Linux®, and Windows.

IBM Spectrum Scale is a file management infrastructure, based on IBM General Parallel File System
(GPFS) technology, which provides unmatched performance and reliability with scalable access to critical
file data.

To find out which version of IBM Spectrum Scale is running on a particular AIX node, enter:
1slpp -1 gpfs\*
To find out which version of IBM Spectrum Scale is running on a particular Linux node, enter:
rpm -qa | grep gpfs (for SLES and Red Hat Enterprise Linux)
dpkg -1 | grep gpfs (for Ubuntu Linux)
To find out which version of IBM Spectrum Scale is running on a particular Windows node, open Programs

and Features in the control panel. The IBM Spectrum Scale installed program name includes the version
number.

Which IBM Spectrum Scale information unit provides the information you need?

The IBM Spectrum Scale library consists of the information units listed in Table 1 on page xx.

To use these information units effectively, you must be familiar with IBM Spectrum Scale and the AIX,
Linux, or Windows operating system, or all of them, depending on which operating systems are in use at
your installation. Where necessary, these information units provide some background information relating
to AIX, Linux, or Windows. However, more commonly they refer to the appropriate operating system
documentation.

Note: Throughout this documentation, the term "Linux" refers to all supported distributions of Linux,
unless otherwise specified.

© Copyright IBM Corp. 2015, 2021 xix



Table 1. IBM Spectrum Scale library information units

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Concepts, Planning, and
Installation Guide

This guide provides the following
information:

Product overview

« Overview of IBM Spectrum Scale
« GPFS architecture

» Protocols support overview:
Integration of protocol access
methods with GPFS

« Active File Management

« AFM-based Asynchronous
Disaster Recovery (AFM DR)

« Data protection and disaster
recovery in IBM Spectrum Scale

« Introduction to IBM Spectrum
Scale GUI

- IBM Spectrum Scale management
API

« Introduction to Cloud services
« Introduction to file audit logging
« Introduction to watch folder API

« Introduction to clustered watch
folder

« IBM Spectrum Scale in an
OpenStack cloud deployment

« IBM Spectrum Scale product
editions

« IBM Spectrum Scale license
designation

« Capacity based licensing
« IBM Spectrum Storage™ Suite
« Understanding call home

Planning

 Planning for GPFS

« Planning for protocols

« Planning for Cloud services
 Planning for AFM

« Planning for AFM DR

- Firewall recommendations

« Considerations for GPFS
applications

« Security-Enhanced Linux support

« Space requirements for call home
data upload

System administrators, analysts,
installers, planners, and
programmers of IBM Spectrum
Scale clusters who are very
experienced with the operating
systems on which each IBM
Spectrum Scale cluster is based
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Concepts, Planning, and
Installation Guide

Installing

- Steps for establishing and starting
your IBM Spectrum Scale cluster

« Installing IBM Spectrum Scale on
Linux nodes and deploying
protocols

- Installing IBM Spectrum Scale on
AIX nodes

« Installing IBM Spectrum Scale on
Windows nodes

- Installing Cloud services on IBM
Spectrum Scale nodes

« Installing and configuring IBM
Spectrum Scale management API

« Installation of Active File
Management (AFM)

e Installing and upgrading AFM-
based Disaster Recovery

- Installing call home

- Installing file audit logging

« Installing watch folder API

- Installing clustered watch folder

« Steps to permanently uninstall
GPFS

Upgrading

« IBM Spectrum Scale supported
upgrade paths

« Upgrading to IBM Spectrum Scale
5.0.x from IBM Spectrum Scale
4.2y or later

« Upgrading to IBM Spectrum Scale
4.2.y from IBM Spectrum Scale
4.1.x

« Online upgrade support for
protocols and performance
monitoring

System administrators, analysts,
installers, planners, and
programmers of IBM Spectrum
Scale clusters who are very
experienced with the operating
systems on which each IBM
Spectrum Scale cluster is based
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Concepts, Planning, and
Installation Guide

« Upgrading IBM Spectrum® Scale
non-protocol Linux nodes

« Upgrading IBM Spectrum Scale
protocol nodes

« Upgrading AFM and AFM DR
« Upgrading object packages
« Upgrading SMB packages

« Upgrading NFS packages

« Upgrading call home

e Manually upgrading the
performance monitoring tool

- Manually upgrading pmswift

« Manually upgrading the IBM
Spectrum Scale management GUI

« Upgrading Cloud services

« Upgrading to IBM Cloud Object
Storage software level 3.7.2 and
above

« Upgrade paths and commands for
file audit logging, watch folder
API, and clustered watch folder

« Upgrading with clustered watch
folder enabled

« Upgrading IBM Spectrum Scale
components with the installation
toolkit

« Changing IBM Spectrum Scale
product edition

« Completing the upgrade to a new
level of IBM Spectrum Scale

« Reverting to the previous level of
IBM Spectrum Scale

System administrators, analysts,
installers, planners, and
programmers of IBM Spectrum
Scale clusters who are very
experienced with the operating
systems on which each IBM
Spectrum Scale cluster is based

IBM Spectrum Scale:
Concepts, Planning, and
Installation Guide

« Coexistence considerations
« Compatibility considerations

« Considerations for IBM Spectrum
Protect for Space Management

« Applying maintenance to your
GPFS system

« Guidance for upgrading the
operating system on IBM
Spectrum Scale nodes

- Servicing IBM Spectrum Scale
protocol nodes

« Offline upgrade with complete
cluster shutdown

xxii About this information




Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Administration Guide

This guide provides the following
information:

Configuring
« Configuring the GPFS cluster

 Configuring the CES and protocol
configuration

 Configuring and tuning your
system for GPFS

« Parameters for performance
tuning and optimization

« Ensuring high availability of the
GUI service

 Configuring and tuning your
system for Cloud services

« Configuring IBM Power Systems
for IBM Spectrum Scale

« Configuring the message queue
 Configuring file audit logging

« Configuring clustered watch
folder

« Configuring Active File
Management

« Configuring AFM-based DR

« Tuning for Kernel NFS backend on
AFM and AFM DR

« Configuring call home
Administering

« Performing GPFS administration
tasks

- Verifying network operation with
the mmnetverify command

« Managing file systems

- File system format changes
between versions of IBM
Spectrum Scale

« Managing disks
« Managing protocol services

« Managing protocol user
authentication

- Managing protocol data exports
« Managing object storage

- Managing GPFS quotas

« Managing GUI users

« Managing GPFS access control
lists

System administrators or
programmers of IBM Spectrum
Scale systems

About this information xxiii



Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Administration Guide

« Native NFS and GPFS

« Accessing a remote GPFS file
system

« Information lifecycle
management for IBM Spectrum
Scale

- Creating and maintaining
snapshots of file systems

 Creating and managing file clones

« Scale Out Backup and Restore
(SOBAR)

- Data Mirroring and Replication

« Implementing a clustered NFS
environment on Linux

« Implementing Cluster Export
Services

- Identity management on
Windows / RFC 2307 Attributes

» Protocols cluster disaster
recovery

« File Placement Optimizer
« Encryption

- Managing certificates to secure
communications between GUI
web server and web browsers

« Securing protocol data

« Cloud services: Transparent cloud
tiering and Cloud data sharing

- Managing file audit logging

 Performing a watch with watch
folder API

- RDMA tuning

 Configuring Mellanox Memory
Translation Table (MTT) for GPFS
RDMA VERBS Operation

- Administering AFM
« Administering AFM DR

 Highly-available write cache
(HAWC)

 Local read-only cache

« Miscellaneous advanced
administration

« GUI limitations

System administrators or
programmers of IBM Spectrum
Scale systems

xxiv About this information




Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users
IBM Spectrum Scale: This guide provides the following System administrators of GPFS
Problem Determination information: systems who are experienced with
Guide Monitorin the subsystems used to manage
g disks and who are familiar with the
« Performance monitoring concepts presented in the IBM
- Monitoring system health through | SPectrum Scale: Concepts, Planning,
the IBM Spectrum Scale GUI and Installation Guide

« Monitoring system health by using
the mmhealth command

« Monitoring events through
callbacks

« Monitoring capacity through GUI
« Monitoring AFM and AFM DR
« GPFS SNMP support

 Monitoring the IBM Spectrum
Scale system by using call home

« Monitoring remote cluster through
GUI

« Monitoring the message queue
 Monitoring file audit logging
« Monitoring clustered watch

Troubleshooting

« Best practices for troubleshooting

« Understanding the system
limitations

« Collecting details of the issues
« Managing deadlocks

« Installation and configuration
issues

« Upgrade issues

« Network issues

« File systemissues

« Disk issues

« Security issues

« Protocol issues

« Disaster recovery issues
« Performance issues
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Problem Determination
Guide

« GUI and monitoring issues

« AFM issues

- AFM DR issues

- Transparent cloud tiering issues
- File audit logging issues
 Troubleshooting watch folder API
 Troubleshooting mmwatch

« Message queue issues

« Maintenance procedures

« Recovery procedures

 Support for troubleshooting

- References
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Command and Programming
Reference

This guide provides the following
information:

Command reference

« gpfs.snap command

mmaddcallback command
- mmadddisk command

-« mmaddnode command

« mmadquery command

« mmafmconfig command
- mmafmctl command

- mmafmlocal command

« mmapplypolicy command
- mmaudit command

« mmauth command

« mmbackup command

« mmbackupconfig command
« mmblock command

« mmbuildgpl command

- mmcachectl command

« mmcallhome command

« mmces command

- mmcesdr command

« mmchattr command

- mmchcluster command

« mmchconfig command

« mmchdisk command

« mmcheckquota command
- mmchfileset command

« mmchfs command

« mmchlicense command

« mmchmgr command

« mmchnode command

« mmchnodeclass command
-« mmchnsd command

« mmchpolicy command

« mmchpool command

« mmchqgos command

- mmclidecode command

« System administrators of IBM
Spectrum Scale systems

 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users
IBM Spectrum Scale: | . mmclone command - System administrators of IBM
Command and Programming Spectrum Scale systems

Reference - mmcloudgateway command
 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
« mmcrfs command the terminology and concepts in

the XDSM standard

« mmcrcluster command
« mmcrfileset command

- mmcrnodeclass command
« mmcrnsd command

« mmcrsnapshot command
« mmdefedquota command
- mmdefquotaoff command
« mmdefquotaon command
« mmdefragfs command

- mmdelacl command

- mmdelcallback command
- mmdeldisk command

- mmdelfileset command

- mmdelfs command

- mmdelnode command

- mmdelnodeclass command
- mmdelnsd command

- mmdelsnapshot command
« mmdf command

« mmdiag command

- mmdsh command

- mmeditacl command

« mmedquota command

- mmexportfs command

- mmfsck command

- mmfsctl command

- mmgetacl command

- mmgetstate command

« mmhadoopctl command
- mmhdfs command

« mmhealth command

- mmimgbackup command
- mmimgrestore command
« mmimportfs command

« mmkeyserv command
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: .
Command and Programming
Reference

mmlinkfileset command
mmlsattr command
mmlscallback command
mmlscluster command
mmlsconfig command
mmlsdisk command
mmlsfileset command
mmlsfs command
mmlslicense command
mmlsmgr command
mmlsmount command
mmlsnodeclass command
mmlsnsd command
mmlspolicy command
mmlspool command
mmlsqos command
mmlsquota command
mmlssnapshot command
mmmigratefs command
mmmount command
mmmsgqueue command
mmnetverify command
mmnfs command
mmnsddiscover command
mmobj command
mmperfmon command
mmpmon command
mmprotocoltrace command
mmpsnhap command
mmputacl command
mmquotaoff command
mmauotaon command
mmreclaimspace command
mmremotecluster command
mmremotefs command
mmrepquota command
mmrestoreconfig command
mmrestorefs command
mmrestripefile command

« System administrators of IBM
Spectrum Scale systems

« Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users
IBM Spectrum Scale: |+ mmrestripefs command « System administrators of IBM
Command and Programming Spectrum Scale systems

Reference « mmrpldisk command
 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
« mmshutdown command the terminology and concepts in

the XDSM standard

« mmsdrrestore command
« mmsetquota command

« mmsmb command

« mmsnapdir command

« mmstartup command

« mmtracectl command

« mmumount command

« mmunlinkfileset command
« mmuserauth command

« mmwatch command

« mmwinservctl command
 spectrumscale command

Programming reference

- IBM Spectrum Scale Data
Management API for GPFS
information

e GPFS programming interfaces
« GPFS user exits

- IBM Spectrum Scale management
API commands

« Watch folder API

« Considerations for GPFS
applications
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Big
Data and Analytics Guide

This guide provides the following
information:

Summary of changes

Hadoop Scale Storage Architecture

Elastic Storage Server (ESS)
Erasure Code Edition

Share Storage (SAN-based
storage)

File Placement Optimizer (FPO)
Deployment model

Additional supported features
about storage

IBM Spectrum Scale support for
Hadoop

HDFS transparency

Supported IBM Spectrum Scale
storage modes

Hadoop cluster planning
CES HDFS

Installation and configuration of
HDFS transparency

Application interaction with HDFS
transparency

Upgrading the HDFS Transparency
cluster

Rolling upgrade for HDFS
Transparency

Security

Configuration

Advanced features

Hadoop distribution support

Limitations and differences from
native HDFS

Problem determination

IBM Spectrum Scale Hadoop
performance tuning guide

Overview
Performance overview

Hadoop Performance Planning
over IBM Spectrum Scale

Performance guide

« System administrators of IBM
Spectrum Scale systems

 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Big
Data and Analytics Guide

Hortonworks Data Platform 3.X

« Planning

Installation

Upgrading and uninstallation
- Configuration
Administration

Limitations

Problem determination
Open Source Apache Hadoop

« Open Source Apache Hadoop
without CES HDFS

« Open Source Apache Hadoop with
CES HDFS

BigInsights® 4.2.5 and Hortonworks
Data Platform 2.6

 Planning
Installation

Upgrading software stack

Configuration
Administration

Troubleshooting
Limitations
« FAQ

« System administrators of IBM
Spectrum Scale systems

 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale Erasure
Code Edition Guide

IBM Spectrum Scale Erasure Code
Edition

« Summary of changes

« Introduction to IBM Spectrum
Scale Erasure Code Edition

« Planning for IBM Spectrum Scale
Erasure Code Edition

- Installing IBM Spectrum Scale
Erasure Code Edition

« Uninstalling IBM Spectrum Scale
Erasure Code Edition

- Incorporating IBM Spectrum
Scale Erasure Code Edition in an
Elastic Storage Server (ESS)
cluster

 Creating an IBM Spectrum Scale
Erasure Code Edition storage
environment

 Using IBM Spectrum Scale
Erasure Code Edition for data
mirroring and replication

« Upgrading IBM Spectrum Scale
Erasure Code Edition

« Administering IBM Spectrum
Scale Erasure Code Edition

« Troubleshooting

- IBM Spectrum Scale RAID
Administration

« System administrators of IBM
Spectrum Scale systems

 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale
Container Storage Interface
Driver Guide

This guide provides the following
information:

« Summary of changes

« Introduction to IBM Spectrum
Scale Container Storage Interface
driver

« Planning for IBM Spectrum Scale
Container Storage Interface driver

« Installation of IBM Spectrum
Scale Container Storage Interface
driver

« Upgrading IBM Spectrum Scale
Container Storage Interface driver

 Migrating from IBM Storage
Enabler for Containers to IBM
Spectrum Scale Container Storage
Interface Driver

« Configuring IBM Spectrum Scale
Container Storage Interface driver

« Using IBM Spectrum Scale
Container Storage Interface driver

- Managing IBM Spectrum Scale
when used with IBM Spectrum
Scale Container Storage Interface
driver

- Limitations

« Troubleshooting

« System administrators of IBM
Spectrum Scale systems

 Application programmers who are
experienced with IBM Spectrum
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users
IBM Speptrum Scale on This guio!e provides the following « System administrators of IBM
AWS Guide information: Spectrum Scale systems
< Summary of changes = Application programmers who are
« Introduction to IBM Spectrum experienced with IBM Spectrum
Scale on AWS Scale systems and familiar with

the terminology and concepts in

« Setting up the IBM Spectrum the XDSM standard

Scale environment in the AWS
Cloud

« Deploying IBM Spectrum Scale on
AWS

- Creating custom AMI
« Cluster lifecycle management

« Accessing IBM Spectrum Scale
GUILin AWS

- Active file management on AWS
« Upgrading IBM Spectrum Scale

 Cleaning up the cluster and the
stack

- Data security and AWS Identity
and Access Management

« Diagnosing and cleaning-up
deployment failures

« Collecting debug data
« Troubleshooting
« Frequently Asked Questions

Prerequisite and related information

For updates to this information, see IBM Spectrum Scale in IBM Knowledge Center (www.ibm.com/
support/knowledgecenter/STXKQY/ibmspectrumscale_welcome.html).

For the latest support information, see the IBM Spectrum Scale FAQ in IBM Knowledge Center
(www.ibm.com/support/knowledgecenter/STXKQY/gpfsclustersfag.html).

Conventions used in this information

Table 2 on page xxxvi describes the typographic conventions used in this information. UNIX file name
conventions are used throughout this information.

Note: Users of IBM Spectrum Scale for Windows must be aware that on Windows, UNIX-style file
names need to be converted appropriately. For example, the GPFS cluster configuration data is stored in
the /var/mmfs/gen/mmsdxrfs file. On Windows, the UNIX namespace starts under the %SystemDrive
%\ cygwiné4 directory, so the GPFS cluster configuration data is stored in the C: \cygwiné64\var\mmfs
\gen\mmsdxfs file.
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Table 2. Conventions

Convention Usage

bold Bold words or characters represent system elements that you must use literally,
such as commands, flags, values, and selected menu options.
Depending on the context, bold typeface sometimes represents path names,
directories, or file names.

bold bold underlined keywords are defaults. These take effect if you do not specify a

underlined different keyword.

constant width

Examples and information that the system displays appear in constant-width
typeface.

Depending on the context, constant-width typeface sometimes represents path
names, directories, or file names.

italic Italic words or characters represent variable values that you must supply.
Italics are also used for information unit titles, for the first use of a glossary term,
and for general emphasis in text.
<key> Angle brackets (less-than and greater-than) enclose the name of a key on the
keyboard. For example, <Entex> refers to the key on your terminal or workstation
that is labeled with the word Enter.
\ In command examples, a backslash indicates that the command or coding example
continues on the next line. For example:
mkcondition -r IBM.FileSystem -e "PercentTotUsed > 90" \
-E "PercentTotUsed < 85" -m p "FileSystem space used"
{item} Braces enclose a list from which you must choose an item in format and syntax
descriptions.
[item] Brackets enclose optional items in format and syntax descriptions.
<Ctxl-x> The notation <Ctxrl-x> indicates a control character sequence. For example,
<Ctrl-c> means that you hold down the control key while pressing <c>.
item... Ellipses indicate that you can repeat the preceding item one or more times.

In synopsis statements, vertical lines separate a list of choices. In other words, a
vertical line means Or.

In the left margin of the document, vertical lines indicate technical changes to the
information.

Note: CLI options that accept a list of option values delimit with a comma and no space between values.
As an example, to display the state on three nodes use mmgetstate -N NodeA,NodeB,NodeC.
Exceptions to this syntax are listed specifically within the command.

How to send your comments

Your feedback is important in helping us to produce accurate, high-quality information. If you have any
comments about this information or any other IBM Spectrum Scale documentation, send your comments
to the following e-mail address:

mhvrcfs@us.ibm.com

Include the publication title and order number, and, if applicable, the specific location of the information
about which you have comments (for example, a page number or a table number).
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To contact the IBM Spectrum Scale development organization, send your comments to the following e-
mail address:

scale@us.ibm.com
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Summary of changes

This topic summarizes changes to the IBM Spectrum Scale licensed program and the IBM Spectrum Scale
library. Within each information unit in the library, a vertical line (]) to the left of text and illustrations
indicates technical changes or additions that are made to the previous edition of the information.

Summary of changes
for IBM Spectrum Scale version 5.0.5
as updated, April 2021

This release of the IBM Spectrum Scale licensed program and the IBM Spectrum Scale library includes
the following improvements. All improvements are available after an upgrade, unless otherwise specified.

« Feature updates

« Documented commands, structures, and subroutine

« “Messages” on page xlvii

» Deprecated items

- Changes in documentation

« “Documents migrated from IBM Developer wiki to Knowledge Center” on page |
AFM and AFM DR-related changes

- Migration enhancements for AFM data migration. For more information, see Data migration by using
AFM migration enhancements in IBM Spectrum Scale: Library and related publications.

« Support of fast create for AFM and AFM-DR. The parameter afmFastCreate must be enabled for
the fast create feature. For more information, see Fast create in IBM Spectrum Scale: Concepts,
Planning, and Installation Guide.

Big data and analytics changes

For information on changes in IBM Spectrum Scale Big Data and Analytics support, see Big Data and
Analytics - summary of changes.

IBM Spectrum Scale on AWS changes

For information on changes in IBM Spectrum Scale on AWS 1.3.1, see Summary of changes.

IBM Spectrum Scale Container Storage Interface driver changes

For information on changes in the IBM Spectrum Scale Container Storage Interface driver, see
Summary of changes.

IBM Spectrum Scale Erasure Code Edition changes

For information on changes in the IBM Spectrum Scale Erasure Code Edition, see Summary of
changes.

File audit logging changes

In IBM Spectrum Scale 5.0.5, fileset auditing and skip fileset auditing are available. You can choose
up to 20 filesets to apply fileset auditing to, which means that file system activity is only audited if it
occurs in the specified filesets. Or, you can choose up to 20 filesets to skip fileset auditing from, which
means that all file system events are audited except in the specified filesets. For more information,
see Enabling or skipping filesets with file audit logging in the IBM Spectrum Scale: Administration
Guide.

File system core improvements

© Copyright IBM Corp. 2015, 2021 XXXiX


https://www.ibm.com/support/knowledgecenter/STXKQY_BDA_SHR/bl1bda_soc.htm
https://www.ibm.com/support/knowledgecenter/STXKQY_BDA_SHR/bl1bda_soc.htm
https://www.ibm.com/support/knowledgecenter/STXKQY_AWS_SHR/com.ibm.spectrum.scale.aws.v5r05.doc/bl1cld_aws_soc.html
https://www.ibm.com/support/knowledgecenter/STXKQY_CSI_SHR/com.ibm.spectrum.scale.csi.v2r00.doc/bl1csi_soc_csi.html
https://www.ibm.com/support/knowledgecenter/STXKQY_ECE_5.0.5/com.ibm.spectrum.scale.ece.v5r05.doc/b1lece_soc.htm
https://www.ibm.com/support/knowledgecenter/STXKQY_ECE_5.0.5/com.ibm.spectrum.scale.ece.v5r05.doc/b1lece_soc.htm

Windows Server 2019 NSD Server and NSD Client are supported
IBM Spectrum Scale provides support for Windows Server 2019 NSD server and NSD Client. For
more information, see IBM Spectrum Scale FAQ in IBM Knowledge Center (www.ibm.com/
support/knowledgecenter/STXKQY/gpfsclustersfag.html).

File encryption supports IBM Security Key Lifecycle Manager (SKLM) 4.0
File encryption supports SKLM 4.0 as a Remote Key Management (RKM) server. For more
information, see Firewall recommendations for IBM SKLM in the IBM Spectrum Scale: Concepts,
Planning, and Installation Guide and Preparation for encryption in the IBM Spectrum Scale:
Administration Guide.

File encryption supports Vormetric Data Security Management (DSM) version 6.3 and 6.4
File encryption supports Vormetric DSM 6.3 and 6.4 as a Remote Key Management server. For
more information, see the topic Preparation for encryption in the IBM Spectrum Scale:
Administration Guide.

Thin provisioning improvements are added to space-reclaimable capabilities
The following features are added to thin provisioning:

« Online disk type change for space reclaim - The thin provisioned disk type (thinDiskType) can
be enabled or disabled without having to remove and re-add the NSD, starting from this release.

« Autodetection on space reclaimable disk- Determines whether the disk is space reclaimable for
UNMAP, WRITE-SAME, or TRIM or not and also to set up appropriate mechanism for later space
reclaim. The auto keyword is used to let GPFS perform auto detection.

« Methods to reclaim space - Based on the device attributes, various appropriate methods to
reclaim space can be used, such as TRIM for SSD, UNMAP, and WRITE-SAME or thin-provisioned
disks.

For more information, see the topic mmcrnsd command in the IBM Spectrum Scale: Command and
Programming Reference. Similar changes are made to the commands mmlsdisk, mmadddisk,
mmxpldisk , mmimpoxrtfs, mmchnsd, and mmcxfs.

For more information on thin provisioned devices and TRIM supporting NVMe SSDs, see the topics
IBM Spectrum Scale with thin provisioned devices and IBM Spectrum Scale with TRIM-supporting
NVMe SSDs in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Subroutines gpfs_getacl_f£fd() and gpfs_putacl_f£d() save and restore ACL information
The subroutines gpfs_getacl_£fd() and gpfs_putacl_£d() are intended for use by a backup
program to save and restore the ACL information for a file. These subroutines perform the same
function as gpfs_getacl () and gpfs_putacl() but they take a file descriptor as an input
rather than a file path name. For more information, see gpfs_getacl() subroutine and gpfs_putacl()
subroutine in the IBM Spectrum Scale: Command and Programming Reference.

The cp --preserve=xattr Linux command copies ACL attributes from source to destination file
The cp --preserve=xattr Linux command copies either the POSIX or the NFSv4 ACL
extended attributes when an IBM Spectrum Scale file is copied. Also, the following system calls
are extended when they are applied to files in IBM Spectrum Scale file systems:

« The listxattr () system call lists the attributes that represent the POSIX or NFSv4 ACL.

« The getxattx () system call retrieves the specified POSIX or NFSv4 ACL attribute. The content
of the ACL is retrieved in the system.posix_acl_access attribute or the
system.gpfs_nfs4_acl attribute.

- The setxattx () system call writes the content of the specified POSIX or NFSv4 ACL attribute
to the corresponding ACL.

In versions of IBM Spectrum Scale earlier than 5.0.5, neither POSIX nor NFSv4 ACLs are
supported in this way. However, it is possible to copy the POSIX ACL by issuing the cp -~
presexrve=mode command.
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The minIndBlkDescs attribute sets the number of cached indirect block descriptors
Previously the number of cached indirect block descriptors was always the same as the value of
maxFilesToCache. With the minIndBlkDescs attribute of the mmchconfig command, you can
ensure that more indirect block descriptors are cached in memory. Increasing the value of this
attribute can improve the performance of the following types of applications that do direct I/0:

- Applications that do direct I/O on very large files.

- Applications that do direct I/O on files that have an indirection level greater than 0, especially if
snapshots are being used, even if the files are not very large.

For more information, see mmchconfig command in the IBM Spectrum Scale: Command and
Programming Reference.

The maxReceivexrThreads attribute improves TCP performance
With the maxReceivexThreads attribute of the mmchconfig command, you can increase the
number of threads that handle incoming TCP packets up to the number of logical CPUs on the
node. Increasing the number of receiver threads improves TCP performance by reducing the
number of sockets that each receiver thread must handle. The default value is 16. IBM Spectrum
Scale limits the value on each node to the number of logical CPUs on the node. For more
information, see mmchconfig command in the IBM Spectrum Scale: Command and Programming
Reference.

The mmchattr - -compact option recovers unused space from files
Two suboptions of the mmchattx --compact option increase available disk space by recovering
unused indirect blocks or data subblocks from files:

e The =-compact indblk option removes redundant indirect blocks from files that were
truncated to zero length.

« The --compact fragment option reduces the last logical block of data of the file to the actual
number of subblocks that are required. This same action is done automatically whenever afile is
closed after being written to, but in rare cases the action fails, leaving a data block with some
empty subblocks at the end of a file.

For more information, see mmchattr command in the IBM Spectrum Scale: Command and
Programming Reference.

Renew expired client certificates without recreating a new client
When encryption is configured by using the simplified setup method with SKLM, you can renew an
expired client certificate by using mmkeysexv client update command. For more information,
see mmkeyserv command in IBM Spectrum Scale: Command and Programming Reference.

Planning for pagepool size with Mellanox InfiniBand VERBS RDMA
Configuration of the Mellanox InfiniBand adapter returns an error if the size of the Memory
Translation Table (MTT) for the adapter is less than twice the size of the IBM Spectrum Scale
pagepool. Set the size of the pagepool small enough to avoid this error. For more information and
examples of setting the Mellanox configuration variables 1log_mtts_per_seg and
log_num_mtt, see Configuring Mellanox Memory Translation Table (MTT) for GPFS RDMA/VERBS
Operation in the IBM Spectrum Scale: Administration Guide.

Performance improvements
The following operations are significantly faster:

- Listing files in a directory that contains a large number of fileset junctions. Performance is
greatly improved.

« Quota checking by mmcheckquota when it traverses sparse sections of very large inodeO files.
« Processing by mmap () when multiple threads read the same file.

Documentation updates
The following documentation updates were made:
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- Information was added to the instructions for renewing key client certificates:

— For the simplified setup, instructions were added for updating the key client certificate using
the mmkeysexv client update command, which was introduced in 5.0.5.0.

— Corrections and additions were made to the instructions for renewing a client certificate in the
regular setup method with SKLM or DSM when the Security Key Lifecycle Manager (SKLM) key
server is running with a CA-signed chain of certificates.

For more information, see the topic Renewing expired client certificates in the IBM Spectrum
Scale: Administration Guide.

« The following changes were made in the instructions for the regular setup method when the

SKLM server is using a CA-signed certificate chain:

— Correction: The endpoint certificate, not the root certificate, is imported into the SKLM server.
— Addition: Save the files of the certificate chain to a secure location, in case they are needed
again.

For more information, see the topic Regular setup: Using SKLM with a certificate chain in the IBM
Spectrum Scale: Administration Guide.

« Inthe instructions for the regular setup method with SKLM, reminders were added that with

SKLM the simplified setup method is easier to use and more powerful than the regular setup
method. For more information, see the following topics:

Regular setup: Using SKLM with a self-signed certificate in the IBM Spectrum Scale:
Administration Guide.

Regular setup: Using SKLM with a certificate chain in the IBM Spectrum Scale: Administration
Guide.

- Inthe description of error messages for expired server or client certificates, instructions were

added for checking the expiration dates. For more information, see the topic Certificate
expiration errors in the IBM Spectrum Scale: Administration Guide.

Installation toolkit changes

« Support for Red Hat Enterprise Linux 8.2 and 8.3 on x86_64, PPC64LE, and s390x
« Support for Red Hat Enterprise Linux 7.8 and 7.9 on x86_64, PPC64, PPC64LE, and s390x

« Support for packages and repository metadata signed with a GPG (GNU Privacy Guard) key. For
more information, see Verifying signature of IBM Spectrum Scale packages in IBM Spectrum Scale:
Concepts, Planning, and Installation Guide.

« Enhanced handling of host entries in the /etc/hosts file. Support for both FQDN and short name.

Management API changes

« Added the following endpoints:

PUT /filesystems/{filesystemName}/resume

PUT /filesystems/{filesystemName}/suspend

PUT /filesystems/{filesystemName}/directoryCopy/{sourcePath}

PUT /filesystems/{filesystemName}/filesets/{filesetName}/directoryCopy/{sourcePath}
PUT /filesystems/{filesystemName}/filesets/{filesetName}/snapshotCopy/{shapshotName}

PUT /filesystems/{filesystemName}/filesets/{filesetName}/snapshotCopy/{snapshotName}/path/
{sourcePath}

PUT /filesystems/{filesystemName}/snapshotCopy/{snapshotName}
PUT /filesystems/{filesystemName}/snapshotCopy/{snapshotName}/path/{sourcePath}
GET /remotemount/authenticationkey
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— POST /remotemount/authenticationkey
— PUT /remotemount/authenticationkey
— GET /remotemount/owningclusters
— POST /remotemount/owningclusters
— DELETE /remotemount/owningclusters/{owningCluster}
— GET /remotemount/owningclusters/{owningCluster}
— PUT /remotemount/owningclusters/{owningCluster}
— GET /remotemount/remoteclusters
— POST /remotemount/remoteclusters
— DELETE /remotemount/remoteclusters/{remoteCluster}
— GET /remotemount/remoteclusters/{remoteCluster}
— PUT /remotemount/remoteclusters/{remoteCluster}
— POST /remotemount/remoteclusters/{remoteCluster}/access/{owningClusterFilesystem}
— PUT /remotemount/remoteclusters/{remoteCluster}/access/{owningClusterFilesystem}
— DELETE /remotemount/remoteclusters/{remoteCluster}/deny/{owningClusterFilesystem}
— GET /remotemount/remotefilesystems
— POST /remotemount/remotefilesystems
— DELETE /remotemount/remotefilesystems/{remoteFilesystem}
— GET /remotemount/remotefilesystems/{remoteFilesystem}
— PUT /remotemount/remotefilesystems/{remoteFilesystem}
« Introduced the support for TLS 1.3.

Management GUI changes
The following changes are made to the GUI:

« Created Files > Clustered Watch Folder page in the GUI to view the list of the clustered watch
folders that are configured in the system. You can also view the details of each watch folder and the
events that are raised against each record from the detailed view. To access the detailed view,
select the watch folder for which you need the details and click View Details.

« Inthe Files > File Systems page, added the details such as whether the clustered watch is enabled
at the file system level and the number of watched filesets under a file system.

- Inthe Files > Filesets page, added the details such as whether the clustered watch is enabled at
the fileset level and the number of watched inodes.

« Introduced the support for TLS 1.3.
NFS changes
« Client-specific statistics are supported.

For the performance analysis of the CES NFS server, it is important to understand the workload that
is exerted by the NFS clients. This new feature replaced dependency on customers to understand
the client-side workload. It provides the following client-specific statistics:

1. client_io_ops - This statistic counting is enabled by default. This statistic counting provides
information on all I/O-specific operations such as READ, WRITE of all supported NFS protocols
(NFSv3, NFSv4.0) exerted by the NFS client (client IP address). These statistics help to
understand I/O workload exerted by a specific NFS client.

2. client_all_ops - This statistics counting provides information on all operations of NFS protocols
such as NFSv3, NLM, NFSv4.0. This statistic counting is disabled by default. You must enable it to
extract the statistics. These statistics help to understand all workload exerted by the NFS client.

Use the ganesha_stats command to enable, disable, or retrieve these statistics.
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« DNS-related stats can be captured as a part of the authentication statistics collection.

- Various improvements in metadata caching module (MDCACHE), which includes the directory listing
area.

SMB changes

 Added the best practices for using SMB. For more information, see the SMB best practices topic in
the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

« Currency: The SMB service has been upgraded.

Recovery lock: The SMB clustering component now uses a global file lock to maintain cluster
integrity. The recovery lock is placed in the cesroot as /<ces-shared-root>/smb/ctdb-
recovery-lock andis held by the ctdb services on one of the CES cluster nodes.

- File handles for Mac clients: Modern Mac OS clients have changed handling FileID=0 or
File_ids_off=yesin /etc/nsmb.conf. The SMB service now returns file handles built upon the
GPFS inode number, generation number, and snapshot number to Mac clients instead of just 0. Thus
the “File_ids_off=yes” settingin /etc/nsmb.conf must be removed.

 Error messages and troubleshooting procedures have been improved for SMB share modes.

System Health changes

New events added
New events have been added to the following sections:

 Authentication

« CES network events
 Call Home events

« GPFS events

For more information, see the Events section in the IBM Spectrum Scale: Problem Determination
Guide.

New sub-commands added to the mmces command
The mmces intexface command shows the state of one or more nodes in the cluster. For more
information, see the mmces command in the IBM Spectrum Scale: Command and Programming
Reference.

New sub-commands added to the mmhealth command
The mmhealth resolve command manually resolves error events. For more information, see the
mmhealth command in the IBM Spectrum Scale: Command and Programming Reference.

Usability improvements to the mmpexfmon command
The following improvements have been made to the mmperfmon command:

New sub-commands added to the mmpexrfmon command
The mmpexrfmon report top command returns areport of the top processes.

Command updates for mmpexrfmon config update.
The mmpexrfmon command can be used to set the filter conditions to manage the amount of
metadata or keys within the performance monitoring tool .

For more information, see the mmperfmon command in the IBM Spectrum Scale: Command and
Programming Reference.

Usability improvements to system health
The following improvements have been made to system health:

GPFS service monitor extended
The following GPFS services have been changed:

Warning event triggered for memory usage issues
A warning event is triggered if the node encounters an OUT -0OF -MEMORY issue. A user can
remove this warning event by issuing the mmhealth event resolve out_of_memory
command after solving the cause of the memory consumption. For more information, see
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the out_of_memoxry event in GPFS events in the IBM Spectrum Scale: Problem
Determination Guide.

A new TIPS event numactl_not_installed is raised when numaMemoryIntexleave is
enabled but the required /usx/bin/numactl command is missing
When the configuration option numaMemoryInterleave is enabled, the mmfsd daemon
is supposed to allocate memory from all NUMA nodes. However, when the numactl tool is
missing, mmfsd allocates memory from a single NUMA memory region only. For more
information, see the numactl not installed eventin GPFS events in the IBM Spectrum
Scale: Problem Determination Guide.

Automatically deactivate predefined threshold rules
A predefined threshold rule is automatically deactivated if no metric keys for the defined
threshold rule exist in the performance monitoring metadata or if the corresponding sensor is
not enabled. For more information about predefined threshold rules, see Predefined and user-
defined thresholds sections in the IBM Spectrum Scale: Problem Determination Guide.
Verifying the state of a rule
The current state of a rule can be verified by issuing the mmhealth thresholds list --
verbose command. A rule can be in one of the following states:

« active
« inactive
« unknown

For more information, see Use case 6: Observe the running state of the defined threshold rules

in the Threshold monitoring use cases topic in the IBM Spectrum Scale: Problem Determination
Guide.

Migrating the pmcollector
The pmcollector can now be migrated from an old node to a new now. For more information,

see the Migrating the pmcollector section in the IBM Spectrum Scale: Problem Determination
Guide.

Usability improvements to mmprotocoltrace command
The following improvements have been made to the mmprotocoltrace command:

» Reduced the number of commands and options to perform most workloads.

 Cleaned up the command output, hiding irrelevant details and adding details, requested from
the field.

For more information, see the mmprotocoltrace command in the IBM Spectrum Scale: Command
and Programming Reference.

Call Home changes
Call home has the following improvements:

New sub-commands added to the mmcallhome command

mmcallhome group addnode/deletenode to add and remove child nodes to or from the
existing call home groups.

mmcallhome status diff to see the configuration changes, performed between two time
points, where scheduled call home uploads are used as configuration snapshots.

For more information, see Use cases for detecting system changes by using the mmcallhome
command section in the IBM Spectrum Scale: Administration Guide.

mmcallhome test connection was extended to enable testing of the connectivity to the IBM
infrastructure without the need to create call home groups for non-group members.
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Mandatory mmcallhome settings

Providing information for all fields in mmcallhome info is now compulsory for a call home
configuration. This ensures that the data is better matched to the customers, thus improving their
service experience. If after an upgrade of IBM Spectrum Scale an older configuration does not
have enough data to be properly matched to a customer, the mmhealth command shows
corresponding TIPS for the CALLHOME component. For more information, see the mmcallhome
command in the IBM Spectrum Scale: Command and Programming Reference.

Security-Enhanced Linux (SELinux) enforcing mode is supported
IBM Spectrum Scale now runs on supported Red Hat Enterprise Linux operating systems with
Security-Enhanced Linux (SELinux) enforcing mode and targeted policies. For more information, see
the Security-Enhanced Linux support topic in IBM Spectrum Scale: Concepts, Planning, and Installation
Guide.

Documented commands, structures, and subroutines
The following section lists the modifications to the documented commands, structures, and
subroutines:

New commands
There are no new commands.

New structures
There are no new structures.

New subroutines
Two new subroutines are added as follows:

- gpfs_getacl_fd
» gpfs_putacl_fd

New user exits
There are no new user exits.

Changed commands
The following commands are changed:

- mmafmconfig

- mmafmctl

- mmaudit

- mmcallhome

+ mmces

« mmchconfig

- mmchfileset

- mmchattr

- mmhealth

- mmkeyserv

« mmlsquota

e mmmount

- mmnfs

« mmpexrfmon

- mmprotocoltrace
- mmstartup

- mmwatch

- spectrumscale
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Changed structures
There are no changed structures.

Changed subroutines
There are no changed subroutines.

Deleted commands
There are no deleted commands.

Deleted structures
There are no deleted structures.

Deleted subroutines
There are no deleted subroutines.

Messages
The following are the new, changed, and deleted messages:

New messages
6027-1761, 6027-2413 and 6027-4210

Changed messages
None.

Deleted messages
None.

List of stabilized, deprecated, and discontinued features in 5.0.5

A feature is a stabilized feature if there is no plan to deprecate or remove this capability in a
subsequent release of the product. It will remain supported and current with updates to the operating
systems. You do not need to change any of your existing applications and scripts that use a stabilized
function now. You should not expect significant new functionality or enhancements to these features.

Table 3. Features stabilized in Version 5.0.5

Category Stabilized Functionality Recommended Action

Transparent Cloud Tiering (TCT) | All TCT can continue to be used for
existing purposes. There are no
plans to extend its purpose to
more use cases.

FPO All FPO and SNC remain available.
However, it is recommend to
limit the size of deployments to
32 nodes. There are no plans for
significant new functionality in
FPO nor increases in scalability.

The strategic direction for
storage using internal drives
and storage rich servers is
Spectrum Scale Erasure Code
Edition (ECE).

cNFS All IBM’s strategic path is to invest
in User Space solutions for NFS
support of Scale workloads.
Once User Space performance
and function are considered to
be sufficient to replace cNFS,
anticipate that the support for
cNFS will be deprecated.
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Table 3. Features stabilized in Version 5.0.5 (continued)

Category

Stabilized Functionality

Recommended Action

HDFS Transparency

HDP support

Plan to migrate to Cloudera
supported releases.

A feature is a deprecated feature if that specific feature is supported in the current release but the
support might be removed in a future release. In some cases, it might be advisable to plan to
discontinue the use of deprecated functionality.

Table 4. Features deprecated in Version 5.0.5

an iSCSI target for remote boot
of servers.

Category Deprecated functionality Recommended Action
Security The use of TLS 1.0 and 1.1 for Upgrade to TLS 1.2 or later. Set
authorization within and the nistCompliance
between the IBM Spectrum parameter to SP800-131A to
Scale clusters (Security mode). |ensure that only TLS 1.2 is used.
Support for Vormetric DSM V5 Upgrade to Vormetric DSM V6.2
with IBM Spectrum Scale or later.
encryption. Note: The plan is to discontinue
support for Vormetric DSM V5 in
the next release.
GUI/REST API The use of TLS 1.0 and 1.1 for Upgrade to TLS 1.2 or later
authorization with the GUI/
REST API server
Cloud Storage Enabler for Containers | Adopt the CSI driver. Note that
(SEC) the plan is to discontinue
support for SEC in the next
release.
Platforms Encryption acceleration library | No functional impact:
for Power7 (CLiC) performance only on Power?7. If
encryption performance is
critical, plan to migrate to newer
generations of Power systems.
The plan is to discontinue
support for CLiC by the end of
2020.
Platforms Support for Power?7 Plan to migrate to newer
generations of Power systems.
iSCSI target Use of IBM Spectrum Scale as Plan to replace the use of Scale

as a target through iSCSI with
other block storage providers.

The watch API and tswf sample
program

The watch API and sample
program was for creating a
single node watch using the
APL. Currently, provides more
resilient and fully integrated
cluster watch with the mmwatch
command.

Plan to use the improved
mmwatch command to start
clustered watches.
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Table 4. Features deprecated in Version 5.0.5 (continued)

Category

Deprecated functionality

Recommended Action

Kafka

IBM Spectrum Scale will no
longer support gpfs.kafka on
IBM Spectrum Scale clusters.
This means that there will be no
concept of brokers or
zookeepers. Although,
gpfs.librdkafka is still
available.

No actions needed. IBM
Spectrum Scale will provide a
single command to do this
conversion at the time it is
removed.

Message Queue

The message queue will no
longer be needed since Kafka
will be removed. The
mmmsgqueue command will be
removed entirely and no longer
needed to run mmwatch or
mmaudit commands.

No actions needed. IBM
Spectrum Scale will provide a
single command to do this
conversion at the time it is
removed.

Audit fileset residing on
separate file system

IBM Spectrum Scale will no
longer support creating the
audit fileset on a filesystem that
is not the one being audited.
This means that the audit fileset
must be belonged to the
audited file system.

Reconfigure audit with the
mmaudit command to change
this configuration.

mmaudit Device enable [--
log-fileset FilesetName]

A feature is a Discontinued feature if it has been removed in a release and is no longer available. You
need to make changes if you were using that functionality in previous releases.

Table 5. Features discontinued in Version 5.0.5
Category Discontinued functionality Recommended Action
HDFS Transparency Support for IBM Biglnsights for | IBM Biglnsights for Apache
Apache Hadoop Hadoop is no longer supported
by IBM. Consequently, IBM
Spectrum Scale no longer
supports the use of BigInsights
as a Hadoop connection.
Platforms Windows 7 and Windows Server | Upgrade to a supported version
2008 R2 of Windows.

Changes in documentation

Product guides in EPUB format

Product guides in EPUB format are no longer shipped with the documentation.

List of documentation changes in product guides and respective IBM Knowledge Center sections

The following is a list of documentation changes including changes in topic titles, changes in
placement of topics, and deleted topics:
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Table 6. List of changes in documentation

Guide

Knowledge center
section

List of changes

Concepts, Planning,
and Installation
Guide

Installing

Renamed the following topic:

» Requirements and limitations for file audit logging to
Requirements, limitations, and support for file audit logging

Administration
Guide

Administering

Moved the following topics:

« Exceptions and limitations to NFS V4 ACLs support from under
Considerations for GPFS applications to under NFS V4 ACL
administration

General CES NFS Linux limitations from under Considerations for
GPFS applications to under Implementing Cluster Export
Services

Considerations for GPFS applications to Programming reference

Exceptions to Open Group technical standards to under
Considerations for GPFS applications in Programming reference

Determining if a file system is controlled by GPFS to under
Considerations for GPFS applications in Programming reference

Considerations for the use of direct I/O (O_DIRECT) to under
Considerations for GPFS applications in Programming reference

Problem
determination Guide

Monitoring

Removed the following topic:
« Monitoring the message queue and ZooKeeper status
Moved the following topics:

 Understanding call home from under Monitoring the IBM
Spectrum Scale system by using call home to under Product
overview.

» Space requirements for call home data upload from under
Monitoring the IBM Spectrum Scale system by using call home to
under Planning.

Configuring call home to enable manual and automated data
upload, Configuring call home using GUI, and Call home
configuration examples from under Monitoring the IBM Spectrum
Scale system by using call home to under Configuring call home.

Displaying the port that the Kafka broker servers are using from
under Monitoring file audit logging to under Monitoring the
message queue

Determining the current topic generation number that is being
used in the file system from under Monitoring file audit logging to
under Monitoring the message queue

Problem
Determination Guide

Troubleshooting

Renamed the following topic:

» GUI issues to GUI and monitoring issues

Documents migrated from IBM Developer wiki to Knowledge Center
The following are the new topics, sections and guides that have been moved from IBM Developer
wiki to the IBM Spectrum Scale Knowledge Center:
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IBM Power Tuning Guide
IBM Power Tuning Guide is migrated from the IBM Developer wiki to the IBM Spectrum Scale
5.0.5 Knowledge Center. For more information, see the topic Configuring IBM Powers Systems
for IBM Spectrum Scale in the IBM Spectrum Scale: Administration Guide.

SMB best practices
The SMB best practices document is migrated from the IBM Developer wiki to the IBM
Spectrum Scale 5.0.5 Knowledge Center. For more information, see the topic SMB best
practices in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.
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Chapter 1. Command reference

A list of all the GPFS commands and a short description of each is presented in this topic.

Table 7 on page 1 summarizes the GPFS-specific commands.

Table 7. GPFS commands

Command

Purpose

“gpfs.snap command” on page 8

Creates an informational system snapshot at a single
point in time. This system snapshot consists of
information such as cluster configuration, disk
configuration, network configuration, network status,
GPFS logs, dumps, and traces.

“mmaddcallback command” on page 12

Registers a user-defined command that GPFS will
execute when certain events occur.

“mmadddisk command” on page 28

Adds disks to a GPFS file system.

“mmaddnode command” on page 35

Adds nodes to a GPFS cluster.

“mmadquery command” on page 39

Queries and validates Active Directory (AD) server
settings.

“mmafmconfig command” on page 45

Can be used to manage home caching behavior and
mapping of gateways and home NFS exported servers.

“mmafmctl command” on page 48

This command is for various operations and reporting
information on all filesets. It is recommended to read
the IBM Spectrum Scale: Administration Guide AFM and
AFM Disaster Recovery chapters along with this manual
for detailed description of the functions.

“mmafmlocal command” on page 65

Provides a list of cached files and file statistics such as
inode number, allocated blocks, and so on.

“mmapplypolicy command” on page 67

Deletes files, migrates files between storage pools, or
does file compression or decompression in a file system
as directed by policy rules.

“mmaudit command” on page 79

Manages setting and viewing the file audit logging
configuration in IBM Spectrum Scale.

“mmauth command” on page 84

Manages secure access to GPFS file systems.

“mmbackup command” on page 89

Performs a backup of a GPFS file system or independent
fileset to an IBM Spectrum Protect server.

“mmbackupconfig command” on page 98

Collects GPFS file system configuration information.

“mmblock command” on page 100

Manages the iSCSI block service.

“mmbuildgpl command” on page 105

Manages prerequisite packages for Linux and builds the
GPFS portability layer.

“mmcachectl command” on page 107

Displays information about files and directories in the
local page pool cache.

“mmcallhome command” on page 110

Manages the call home operations.

“mmces command” on page 125

Manages CES configuration.
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Table 7. GPFS commands (continued)

Command

Purpose

“mmcesdr command” on page 140

Manages protocol cluster disaster recovery.

“mmchattr command” on page 149

Changes attributes of one or more GPFS files.

“mmchcluster command” on page 156

Changes GPFS cluster configuration data.

“mmchconfig command” on page 161

Changes GPFS configuration parameters.

“mmchdisk command” on page 199

Changes state or parameters of one or more disks in a
GPFS file system.

“mmcheckquota command” on page 207

Checks file system user, group and fileset quotas.

“mmchfileset command” on page 211

Changes the attributes of a GPFS fileset.

“mmchfs command” on page 219

Changes the attributes of a GPFS file system.

“mmchlicense command” on page 226

Controls the type of GPFS license associated with the
nodes in the cluster.

“mmchmgr command” on page 228

Assigns a new file system manager node or cluster
manager node.

“mmchnode command” on page 230

Changes node attributes.

“mmchnodeclass command” on page 236

Changes user-defined node classes.

“mmchnsd command” on page 239

Changes Network Shared Disk (NSD) configuration
attributes.

“mmchpolicy command” on page 243

Establishes policy rules for a GPFS file system.

“mmchpool command” on page 246

Modifies storage pool properties.

“mmchgos command” on page 248

Controls Quality of Service for I/O operations (QoS)
settings for a file system.

“mmclidecode command” on page 257

Decodes the parseable command output field.

“mmclone command” on page 259

Creates and manages file clones.

“mmcloudgateway command” on page 262

Creates and manages the cloud storage tier.

“mmcrcluster command” on page 291

Creates a GPFS cluster from a set of nodes.

“mmcrfileset command” on page 296

Creates a GPFS fileset.

“mmcrfs command” on page 303

Creates a GPFS file system.

“mmcrnodeclass command” on page 316

Creates user-defined node classes.

“mmcrnsd command” on page 318

Creates Network Shared Disks (NSDs) used by GPFS.

“mmcrsnapshot command” on page 323

Creates a snapshot of a file system or fileset at a single
point in time.

“mmdefedquota command” on page 328

Sets default quota limits.

“mmdefquotaoff command” on page 332

Deactivates default quota limit usage.

“mmdefquotaon command” on page 335

Activates default quota limit usage.

“mmdefragfs command” on page 339

Reduces disk fragmentation by increasing the number
of full free blocks available to the file system.

“mmdelacl command” on page 342

Deletes a GPFS access control list.
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Table 7. GPFS commands (continued)

Command

Purpose

“mmdelcallback command” on page 344

Deletes one or more user-defined callbacks from the
GPFS system.

“mmdeldisk command” on page 346

Deletes disks from a GPFS file system.

“mmdelfileset command” on page 351

Deletes a GPFS fileset.

“mmdelfs command” on page 355

Removes a GPFS file system.

“mmdelnode command” on page 357

Removes one or more nodes from a GPFS cluster.

“mmdelnodeclass command” on page 360

Deletes user-defined node classes.

“mmdelnsd command” on page 362

Deletes Network Shared Disks (NSDs) from the GPFS
cluster.

“mmdelsnapshot command” on page 364

Deletes a GPFS snapshot.

“mmdf command” on page 368

Queries available file space on a GPFS file system.

“mmdiag command” on page 372

Displays diagnostic information about the internal GPFS
state on the current node.

“mmdsh command” on page 379

Runs commands on multiple nodes or network
connected hosts at the same time.

“mmeditacl command” on page 381

Creates or changes a GPFS access control list.

“mmedquota command” on page 384

Sets quota limits.

“mmexportfs command” on page 388

Retrieves the information needed to move a file system
to a different cluster.

“mmfsck command” on page 390

Checks and repairs a GPFS file system.

“mmfsctl command” on page 404

Issues a file system control request.

“mmgetacl command” on page 408

Displays the GPFS access control list of a file or
directory.

“mmgetstate command” on page 411

Displays the state of the GPFS daemon on one or more
nodes.

“mmbhealth command” on page 421

Monitors health status of nodes.

“mmbhadoopctl command” on page 414

Installs and sets up the GPFS connector for a Hadoop
distribution; starts or stops the GPFS connector daemon
on a node.

“mmhdfs command” on page 416

The mmhd£s command configures and manages the
IBM Spectrum Scale HDFS Transparency components.

“mmimgbackup command” on page 436

Performs a backup of a single GPFS file system
metadata image.

“mmimgrestore command” on page 440

Restores a single GPFS file system from a metadata
image.

“mmimportfs command” on page 443

Imports into the cluster one or more file systems that
were created in another GPFS cluster.

“mmkeyserv command” on page 447

Manages encryption key servers and clients.
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Table 7. GPFS commands (continued)

Command

Purpose

“mmlinkfileset command” on page 462

Creates a junction that references the root directory of a
GPFS fileset.

“mmlsattr command” on page 464

Queries file attributes.

“mmlscallback command” on page 467

Lists callbacks that are currently registered in the GPFS
system.

“mmlscluster command” on page 469

Displays the current configuration information for a
GPFS cluster.

“mmlsconfig command” on page 472

Displays the current configuration data for a GPFS
cluster.

“mmlsdisk command” on page 474

Displays the current configuration and state of the disks
in a file system.

“mmlsfileset command” on page 478

Displays attributes and status for GPFS filesets.

“mmlsfs command” on page 483

Displays file system attributes.

“mmlslicense command” on page 488

Displays information about the IBM Spectrum Scale
node licensing designation or about disk and cluster
capacity.

“mmlsmgr command” on page 491

Displays which node is the file system manager for the
specified file systems or which node is the cluster
manager.

“mmlsmount command” on page 493

Lists the nodes that have a given GPFS file system
mounted.

“mmlsnodeclass command” on page 496

Displays node classes defined in the system.

“mmlsnsd command” on page 498

Displays Network Shared Disk (NSD) information for the
GPFS cluster.

“mmlspolicy command” on page 502

Displays policy information.

“mmlspool command” on page 504

Displays information about the known storage pools.

“mmlsquota command” on page 511

Displays quota information for a user, group, or fileset.

“mmlsgos command” on page 506

Displays the I/O performance values of a file system,
when you enable Quality of Service for I/O operations
(QoS) with the mmchgos command.

“mmlssnapshot command” on page 516

Displays GPFS snapshot information.

“mmmigratefs command” on page 519

Performs needed conversions to support new file
system features.

“mmmount command” on page 521

Mounts GPFS file systems on one or more nodes in the
cluster.

“mmmsgqueue command” on page 524

Manages the IBM Spectrum Scale message queue.

“mmnetverify command” on page 529

Verifies network configuration and operation in a
cluster.

“mmnfs command” on page 541

Manages NFS exports and configuration.
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Table 7. GPFS commands (continued)

Command

Purpose

“mmnsddiscover command” on page 552

Rediscovers paths to the specified network shared
disks.

“mmobj command” on page 554

Manages configuration of Object protocol service, and
administers storage policies for object storage, unified
file and object access, and multi-region object
deployment.

“mmperfmon command” on page 571

Configures the Performance Monitoring tool and lists
the performance metrics.

“mmpmon command” on page 584

Manages performance monitoring and displays
performance information.

“mmprotocoltrace command” on page 590

Starts, stops, and monitors tracing for the CES
protocols.

“mmpsnap command” on page 594

Creates or deletes identical snapshots on the cache and
home clusters, or shows the status of snapshots that
have been queued up on the gateway nodes.

“mmputacl command” on page 597

Sets the GPFS access control list for the specified file or
directory.

“mmquotaoff command” on page 599

Deactivates quota limit checking.

“mmqguotaon command” on page 602

Activates quota limit checking.

“mmreclaimspace command” on page 605

Reclaims free space on a GPFS file system.

“mmremotecluster command” on page 608

Manages information about remote GPFS clusters.

“mmremotefs command” on page 611

Manages information needed for mounting remote
GPFS file systems.

“mmrepquota command” on page 614

Displays file system user, group, and fileset quotas.

“mmrestoreconfig command” on page 619

Restores file system configuration information.

“mmrestorefs command” on page 623

Restores a file system or an independent fileset from a
snapshot.

“mmrestripefile command” on page 627

Rebalances or restores the replication factor of the
specified files, or performs any incomplete or deferred
file compression or decompression.

“mmrestripefs command” on page 630

Rebalances or restores the replication factor of all the
files in a file system. Alternatively, this command
performs any incomplete or deferred file compression
or decompression of all the files in a file system.

“mmrpldisk command” on page 637

Replaces the specified disk.

“mmsdrrestore command” on page 644

Restores the latest GPFS system files on the specified
nodes.

“mmsetquota command” on page 648

Sets quota limits.

“mmshutdown command” on page 652

Unmounts all GPFS file systems and stops GPFS on one
or more nodes.

“mmsmb command” on page 654

Administers SMB shares, export ACLs, and global
configuration.
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Table 7. GPFS commands (continued)

Command

Purpose

“mmsnapdir command” on page 667

Controls how the special directories that connect to
snapshots appear.

“mmstartup command” on page 671

Starts the GPFS subsystem on one or more nodes.

“mmtracectl command” on page 673

Sets up and enables GPFS tracing.

“mmumount command” on page 677

Unmounts GPFS file systems on one or more nodes in
the cluster.

“mmunlinkfileset command” on page 680

Removes the junction to a GPFS fileset.

“mmuserauth command” on page 683

Manages the authentication configuration of file and
object access protocols. The configuration allows
protocol access methods to authenticate users who
need to access data that is stored on the system over
these protocols.

“mmwatch command” on page 706

Administers clustered watch folder watches and lists all
of the active watch folder API watches.

“mmwinservctl command” on page 714

Manages the mmwinserv Windows service.

“spectrumscale command” on page 717

Installs and configures GPFS; adds nodes to a cluster;
deploys and configures protocols, performance
monitoring tools, and authentication services;
configures call home and file audit logging; and
upgrades GPFS and protocols.

The following commands are specific to IBM Spectrum Scale RAID and are documented in IBM Spectrum
Scale RAID: Administration:

mmaddcomp
mmaddcompspec
mmaddpdisk
mmchcarrier
mmchcomp
mmchcomploc
mmchenclosure
mmchfirmware
mmchpdisk
mmchrecoverygroup
mmcrrecoverygroup
mmcrvdisk
mmdelcomp
mmdelcomploc
mmdelcompspec
mmdelpdisk
mmdelrecoverygroup
mmdelvdisk
mmdiscovercomp
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mmgetdisktopology
mmlscomp
mmlscomploc
mmlscompspec
mmlsenclosure
mmlsfirmware
mmlspdisk
mmlsrecoverygroup
mmlsrecoverygroupevents
mmlsvdisk
mmsyncdisplayid
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gpfs.snap command

Creates an informational system snapshot at a single point in time. This system snapshot consists of
information such as cluster configuration, disk configuration, network configuration, network status, GPFS
logs, dumps, and traces.

Synopsis

gpfs.snap [-d OutputDirectory] [-m | -z]
[-a | -N {Node[,Node...] | NodeFile | NodeClasst]
[--check-space | --no-check-space | --check-space-only]
[--cloud-gateway {NONE |BASIC |FULL}% ] [--full-collection] [--deadlock [--quick] |
--limit-large-files $YYYY:MM:DD:HH:MM | NumberOfDaysBack | latest}]
[--exclude-aix-disk-attr] [--exclude-aix-lvm] [--exclude-merge-logs]
[--exclude-net] [--gather-logs] [--mmdf] [--performance] [--prefix]
[--protocol ProtocolTypel,ProtocolType,...]1] [--timeout Seconds]
[--purge-files KeepNumberOfDaysBack][--hadoop]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the gpfs.snap command as the main tool to gather data when a GPFS problem is encountered, such
as a hung file system, a hung GPFS command, or a daemon assert.

The gpfs.snap command gathers information (for example, GPFS internal dumps, traces, and kernel
thread dumps) to solve a GPFS problem.

Note: By default, large debug files are now a delta collection, which means that they are only collected
when there are new files since the previous run of gpfs.snap. To override this default behavior, use
either the --1imit-large-filesor --full-collection options.

Note: This utility program is a service tool and options might change dynamically. The tool impacts
performance and occupies disk space when it runs.

Parameters

-d OutputDirectory
Specifies the output directory where the snapshot information is stored. You cannot specify a
directory that is located in a GPFS file system that is managed by the same cluster that you are
running the gpfs.snap command against. The default output directory is /tmp/gpfs.snapOut.
-m
Specifying this option is equivalent to specifying - -exclude-merge-logs with -N.
-z
Collects gpfs.snap data only from the node on which the command is invoked. No master data is
collected.
-a
Directs gpfs.snap to collect data from all nodes in the cluster. This value is the default.
=N {Nodel,Node ...] | NodeFile | NodeClass}
Specifies the nodes from which to collect gpfs. snap data. This option supports all defined node

classes. For more information about how to specify node names, see Specifying nodes as input to
GPFS commands in IBM Spectrum Scale: Administration Guide.

--check-space
Specifies that space checking is performed before data is collected.

--no-check-space
Specifies that no space checking is performed. This value is the default.
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--check-space-only
Specifies that only space checking is performed. No data is collected.

--cloud-gateway {NONE | BASIC | FULL}
When this option is set to NONE, no Transparent cloud tiering data is collected. With the BASIC
option, when the Transparent cloud tiering service is enabled, the snap collects information such as
logs, traces, Java™ cores, along with minimal system and IBM Spectrum Scale cluster information
specific to Transparent cloud tiering. No customer sensitive information is collected.

Note: The default behavior of the gpfs. snap command includes basic information of Transparent
cloud tiering, in addition to the GPFS information.

With the FULL option, extra details such as Java Heap dump are collected, along with the information
captured with the BASIC option.

--full-collection
Specifies that all large debug files are collected instead of the default behavior that collects only new
files since the previous run of gpfs.snap.

--deadlock
Collects only the minimum amount of data necessary to debug a deadlock problem. Part of the data
that is collected is the output of the mmfsadm dump all command. This option ignores all other
options except for -a, -N, -d, and - -prefix.

--quick
Collects less data when specified along with the --deadlock option. The output includes mmfsadm
dump most, mmfsadm dump kthreads, and 10 seconds of trace in addition to the usual
gpfs.snap output.

--limit-large-files {YYYY:MM:DD:HH:MM | NumberOfDaysBack | 1latest}]
Specifies a time limit to reduce the number of large files collected.

--exclude-aix-disk-attr
Specifies that data about AIX disk attributes is not collected. Collecting data about AIX disk attributes
on an AIX node that has a large number of disks might be very time-consuming, so using this option
might help improve performance.

--exclude-aix-lvm
Specifies that data about the AIX Logical Volume Manager (LVM) is not collected.

--exclude-merge-logs
Specifies that merge logs and waiters is not collected.

--exclude-net
Specifies that network-related information is not collected.

--gather-logs
Gathers, merges, and chronologically sorts all of the mmfs. log files. The results are stored in the
directory that is specified with -d option.

--mmdf
Specifies that mmdf output is collected.

--performance
Specifies that performance data is to be gathered. It is recommended to issue the gpfs.snap
command with -a option on all nodes or on the pmcollector node that has an ACTIVE THRESHOLD
MONITOR role.

Note: The performance script can take up to 30 minutes to run. Therefore, the script is not included
when all other types of protocol information are gathered by default. Specifying this option is the only
way to turn on the gathering of performance data.

--prefix
Specifies that the prefix name gpfs.snap is added to the tar file.

--protocol ProtocolTypel,ProtocolType,...]
Specifies the type or types of protocol information to be gathered. By default, whenever any protocol
is enabled on a file system, information is gathered for all types of protocol information (except for
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performance data; see the - -performance option). However, when the --protocol option is
specified, the automatic gathering of all protocol information is turned off, and only the specified type
of protocol information is gathered. The following values for ProtocolType are accepted:

smb

nfs

object
authentication
ces

core

none

--timeout Seconds
Specifies the timeout value, in seconds, for all commands.

--purge-files KeepNumberOfDaysBack
Specifies that large debug files is deleted from the cluster nodes based on the
KeepNumberOfDaysBack value. If O is specified, all of the large debug files is deleted. If a value
greater than 0 is specified, large debug files that are older than the number of days specified are
deleted. For example, if the value 2 is specified, the previous two days of large debug files are
retained.

This option is not compatible with many of the gpfs. snap options because it only removes files and
does not collect any gpfs.snap data.

--hadoop
Specifies that Hadoop data is to be gathered.

Use the -z option to generate a non-master snapshot. This option is useful if there are many nodes on
which to take a snapshot, and only one master snapshot is needed. For a GPFS problem within a large
cluster (hundreds or thousands of nodes), one strategy might call for a single master snapshot (one
invocation of gpfs. snap with no options), and multiple non-master snapshots (multiple invocations of
gpfs.snap with the -z option).

Use the -N option to obtain gpfs. snap data from multiple nodes in the cluster. When the -N option is
used, the gpfs.snap command takes non-master snapshots of all the nodes that are specified with this
option and a master snapshot of the node on which it was issued.

Exit status
0
Successful completion.

nhonzero
A failure has occurred.

Security
You must have root authority to run the gpfs.snap command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum
Scale: Administration Guide.

Examples
1. To collect gp£s.snap on all nodes with the default data, issue the following command:

c34f2n03:4# gpfs.snap

gpfs.snap started at Fri Mar 22 13:16:12 EDT 2019.
Gathering common data...

Gathering Linux specific data...

Gathering extended network data...

Gathering local callhome data...
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Gathering local sysmon data...

Gathering trace reports and internal dumps...

Gathering Transparent Cloud Tiering data at level BASIC...

gpfs.snap: The Transparent Cloud Tiering snap file was not located on the node ¢34f2n03.gpfs.net
Gathering cluster wide sysmon data...

Gathering cluster wide callhome data...

gpfs.snap: Spawning remote gpfs.snap calls. Master is c34f2n0@3.

This may take a while.

Copying file /tmp/gpfs.snapOut/27348/gpfs.snap.cl3clapv7_0322131503.out.tar.gz from cl3clapv7.gpfs.net ...
gpfs.snap.c13clapv7_0322131503.0ut.tar.gz 100% 7732KB 7.6MB/s 00:00
Successfully copied file /tmp/gpfs.snapOut/27348/gpfs.snap.cl3clapv7_0322131503.0ut.tar.gz from
cl3clapv7.gpfs.net.
Gathering cluster wide protocol data...
Gathering waiters from all nodes...
Gathering mmfs.logs from all nodes. This may take a while...
All data has been collected. Processing collected data.
This may take a while...
Packaging master node data...
Writing * to file /tmp/gpfs.snapOut/27348/collect/gpfs.snap.c34f2n03_master_0322131612.out.tar.gz
Packaging all data.
Writing . to file /tmp/gpfs.snapOut/27348/all.0322131612.tar
gpfs.snap completed at Fri Mar 22 13:17:55 EDT 2019
HHHHHHHHHHHHHHHHHHHHHHEHEHEHHHHAHAHEHHHHHEHEHHEHEHHHHHEHEHEHHEHEHEHEHEE
Send file /tmp/gpfs.snapOut/27348/all.0322131612.tar to IBM Service
Examine previous messages to determine additional required data.
THHHHHHHHHHHHHHHHHHHHHEHHHEHEHEHHHHHHEHEHEHEHHHHEHEHHEHEHEHHHEHEHEHEHHHHEEEHEE

After this command has completed, send the tar file (highlighted) to IBM service.
2. The following example collects gpfs.snap data on specific nodes and provides an output directory:

./gpfs.snap -N c34f2n03.gpfs.net,cl13clapv7.gpfs.net -d /tmp/snap_outdir

gpfs.snap started at Fri Mar 22 15:54:35 EDT 2019.

Gathering common data...

Gathering Linux specific data...

Gathering extended network data...

Gathering local callhome data...

Gathering local sysmon data...

Gathering trace reports and internal dumps...

Gathering Transparent Cloud Tiering data at level BASIC...

gpfs.snap: The Transparent Cloud Tiering snap file was not located on the node
c34f2n03.gpfs.net

Gathering cluster wide sysmon data...

Gathering cluster wide callhome data...

gpfs.snap: Spawning remote gpfs.snap calls. Master is c34f2n0@3.

This may take a while.

Copying file /tmp/snap_outdir/gpfs.snap.cl3clapv7_0322155324.0ut.tar.gz from c13clapv7.gpfs.net

gpfs.snap.cl3clapv7_0322155324.0out.tar.gz 100% 7720KB  7.5MB/s  00:00
Successfully copied file /tmp/snap_outdir/gpfs.snap.cl3clapv7_0322155324.0ut.tar.gz from
cl3clapv7.gpfs.net.
Gathering cluster wide protocol data...
Gathering waiters from all nodes...
Gathering mmfs.logs from all nodes. This may take a while...
All data has been collected. Processing collected data.
This may take a while...
Packaging master node data...
Writing x to file /tmp/snap_outdir/collect/gpfs.snap.c34f2n03_master_0322155435.out.tar.gz

Packaging all data.

Writing . to file /tmp/snap_outdir/all.0322155435.tar

gpfs.snap completed at Fri Mar 22 15:56:11 EDT 2019
THHHHHHHHHEHHHEHEEHHHHEEHEHHEEHE AR
Send file /tmp/snap_outdir/all.0322155435.tar to IBM Service

Examine previous messages to determine additional required data.
THHHEHHHHHEHHHEHEEHHEHHEHHEHHEHH AR

Location
Justr/lpp/mmfs/bin
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mmaddcallback command

Registers a user-defined command that GPFS will execute when certain events occur.

Synopsis

mmaddcallback CallbackIdentifier --command CommandPathname
--event Event[,Event...] [--priority Value]

[--async | --sync [--timeout Seconds] [--onerror Action]]
[-N {Node[,Node...] | NodeFile | NodeClasst]
[--parms ParameterString ...]
or
mmaddcallback {-S Filename | --spec-file Filename}
Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmaddcallback command to register a user-defined command that GPFS executes when
certain events occur.

The callback mechanism is intended to provide notifications when node and cluster events occur.
Invoking complex or long-running commands, or commands that involve GPFS files, might cause
unexpected and undesired results, including loss of file system availability. This is particularly true when
the - -sync option is specified.

Note: For documentation about local events (callbacks) and variables for IBM Spectrum Scale RAID, see
the separate publication IBM Spectrum Scale RAID: Administration.

Parameters

CallbacklIdentifier
Specifies a user-defined unique name that identifies the callback. It can be up to 255 characters long.
It cannot contain special characters (for example, a colon, semicolon, blank, tab, or comma) and it
cannot start with the letters gpfs or mm (which are reserved for GPFS internally defined callbacks).

--command CommandPathname
Specifies the full path name of the executable to run when the event occurs. On Windows,
CommandPathname must be a Korn shell script because it will be invoked in the Cygwin ksh
environment.

The executable called by the callback facility must be installed on all nodes on which the callback can
be triggered. Place the executable in a local file system (not in a GPFS file system) so that it is
accessible even when the GPFS file system is unavailable.

--event Event[,Event...]
Specifies a list of events that trigger the callback. The value defines when the callback is invoked.
There are two kinds of events: global events and local events. A global event triggers a callback on all
nodes in the cluster, such as a nodeLeave event, which informs all nodes in the cluster that a node
has failed. A local event triggers a callback only on the node on which the event occurred, such as
mounting a file system on one of the nodes.

Table 8 on page 17 lists the supported global events and their parameters.

Table 9 on page 18 lists the supported local events and their parameters.

Local events for IBM Spectrum Scale RAID are documented in IBM Spectrum Scale RAID:
Administration.
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--priority Value
Specifies a floating point number that controls the order in which callbacks for a given event are run.
Callbacks with a smaller numerical value are run before callbacks with a larger numerical value.
Callbacks that do not have an assigned priority are run last. If two callbacks have the same priority,
the order in which they are run is undetermined.

--async | --sync [--timeout Seconds] [--onerror Action]
Specifies whether GPFS will wait for the user program to complete and for how long it will wait. The
default is - -async (GPFS invokes the command asynchronously). - -onerror Action specifies one of
the following actions that GPFS is to take if the callback command returns a nonzero error code:

continue
GPFS ignores the result from executing the user-provided command. This is the default.

quorumLoss
The node executing the user-provided command will voluntarily resign as, or refrain from taking
over as, cluster manager. This action is valid only in conjunction with the tiebreakerCheck
event.

shutdown
GPFS will be shut down on the node executing the user-provided command.

-N {Nodel,Node...] | NodeFile | NodeClass}
Defines the set of nodes on which the callback is invoked. For global events, the callback is invoked
only on the specified set of nodes. For local events, the callback is invoked only if the node on which
the event occurred is one of the nodes specified by the -N option. The defaultis -N all. For general
information on how to specify node names, see Specifying nodes as input to GPFS commands in IBM
Spectrum Scale: Administration Guide.

This command does not support a NodeClass of mount.

--parms ParameterString ...
Specifies parameters to be passed to the executable specified with the - -command parameter. The
- -parms parameter can be specified multiple times.

When the callback is invoked, the combined parameter string is tokenized on white-space boundaries.
Constructs of the form %name and %name.qualifier are assumed to be GPFS variables and are
replaced with their appropriate values at the time of the event. If a variable does not have a value in
the context of a particular event, the string UNDEFINED is returned instead.

GPFS recognizes the following variables:
%blockLimit
Specifies the current hard quota limit in KB.

%blockQuota

Specifies the current soft quota limit in KB.
%blockUsage

Specifies the current usage in KB for quota-related events.
%ccrObjectName

Specifies the name of the modified object.
%ccrObjectValue

Specifies the value of the modified object.

%ccrObjectVersion
Specifies the version of the modified object.

%clusterManager[.qualifier]
Specifies the current cluster manager node.

%clusterName
Specifies the name of the cluster where this callback was triggered.

%ckDatalLen
Specifies the length of data involved in a checksum mismatch.
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%ckErrorCountClient
Specifies the cumulative number of errors for the client side in a checksum mismatch.

%ckErrorCountNSD
Specifies the cumulative number of errors for the NSD side in a checksum mismatch.

%ckErrorCountServer
Specifies the cumulative number of errors for the server side in a checksum mismatch.

%ckNSD
Specifies the NSD involved.

%ckOtherNode
Specifies the IP address of the other node in an NSD checksum event.

%ckReason
Specifies the reason string indicating why a checksum mismatch callback was invoked.

%ckReportingInterval
Specifies the error-reporting interval in effect at the time of a checksum mismatch.

%ckRole
Specifies the role (client or server) of a GPFS node.

%ckStartSector
Specifies the starting sector of a checksum mismatch.
%daName
Specifies the name of the declustered array involved.
%daRemainingRedundancy
Specifies the remaining fault tolerance in a declustered array.
%diskName
Specifies a disk or a comma-separated list of disk names for which this callback is triggered.
%downNodes][.qualifier]
Specifies a comma-separated list of nodes that are currently down. Only nodes local to the given

cluster are listed. Nodes which are in a remote cluster but have temporarily joined the cluster are
not included.

%eventName
Specifies the name of the event that triggered this callback.

%eventNode[.qualifier]
Specifies a node or comma-separated list of nodes on which this callback is triggered. Note that
the list might include nodes which are not local to the given cluster, but have temporarily joined
the cluster to mount a file system provided by the local cluster. Those remote nodes could leave
the cluster if there is a node failure or if the file systems are unmounted.

%eventTime

Specifies the time of the event that triggered this callback.
%filesLimit

Specifies the current hard quota limit for the number of files.

%filesQuota
Specifies the current soft quota limit for the number of files.

%filesUsage
Specifies the current number of files for quota-related events.

%filesetName
Specifies the name of a fileset for which the callback is being executed.

%filesetSize
Specifies the size of the fileset.

%fsErr
Specifies the file system structure error code.
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%fsName
Specifies the file system name for file system events.

%hardLimit
Specifies the hard limit for the block.

%homeServer
Specifies the name of the home server.

%inodeLimit
Specifies the hard limit of the inode.

%inodeQuota

Specifies the soft limit of the inode.
%inodeUsage

Specifies the total number of files in the fileset.
%myNodel.qualifier]

Specifies the node where callback script is invoked.

%nodeName
Specifies the node name to which the request is sent.

%nodeNames
Specifies a space-separated list of node names to which the request is sent.

%pcacheEvent
Specifies the pcache related events.

%pdFru
Specifies the FRU (field replaceable unit) number of the pdisk.
%pdLocation
The physical location code of a pdisk.
%pdName
The name of the pdisk involved.
%pdPath
The block device path of the pdisk.
%pdPriority
The replacement priority of the pdisk.
%pdState
The state of the pdisk involved.
%pdWwn
The worldwide name of the pdisk.
%prepopAlreadyCachedFiles
Specifies the number of files that are cached. These number of files are not read into cache
because data is same between cache and home.
%prepopCompletedReads
Specifies the number of reads executed during a prefetch operation.
%prepopData
Specifies the total data read from the home as part of a prefetch operation.
%prepopFailedReads
Specifies the number of files for which prefetch failed. Messages are logged to indicate the failure.
However, there is no indication about the file names that failed to read.

%quorumNodes|.qualifier]
Specifies a comma-separated list of quorum nodes.

%quotaEventType
Specifies either the blockQuotaExceeded event or the inodeQuotaExceeded event. These
events are related to soft quota limit being exceeded,
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%quotalD
Specifies the numerical ID of the quota owner (UID, GID, or fileset ID).

%quotaOwnerName
Specifies the name of the quota owner (user name, group name, or fileset name).

%quotaType
Specifies the type of quota for quota-related events. Possible values are USR, GRP, or FILESET.

%treason
Specifies the reason for triggering the event. For the preUnmount and unmount events, the
possible values are normal and forced. For the preShutdown and shutdown events, the
possible values are normal and abnormal. For all other events, the value is UNDEFINED.

%requestType
Specifies the type of request to send to the target nodes.

%rgCount
The number of recovery groups involved.

%t gErr
A code from a recovery group, where 0 indicates no error.

%rgName
The name of the recovery group involved.

%rgReason
The reason string indicating why a recovery group callback was invoked.

%senseDataFormatted
Sense data for the specific fileset structure error in a formatted string output.

%senseDataHex
Sense data for the specific fileset structure error in Big endian hex output.

%snapshotID
Specifies the identifier of the new snapshot.

%snapshotName
Specifies the name of the new snapshot.

%softLimit
Specifies the soft limit of the block.

%storagePool
Specifies the storage pool name for space-related events.

%upNodes|.qualifier]
Specifies a comma-separated list of nodes that are currently up. Only nodes local to the given
cluster are listed. Nodes which are in a remote cluster but have temporarily joined the cluster are
not included.

%userName
Specifies the user name.

%waiterLength
Specifies the length of the waiter in seconds.

Variables recognized by IBM Spectrum Scale RAID are documented in IBM Spectrum Scale RAID:
Administration.

Variables that represent node identifiers accept an optional qualifier that can be used to specify how
the nodes are to be identified. When specifying one of these optional qualifiers, separate it from the
variable with a period, as shown here:

variable.qualifier

The value for qualifier can be one of the following;:

ip
Specifies that GPFS should use the nodes' IP addresses.
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Specifies that GPFS should use fully-qualified node names. This is the default.

shortName

Specifies that GPFS should strip the domain part of the node names.

Events and supported parameters

Table 8. Global events and supported parameters

Global event

Supported parameters

afmFilesetExpired %fsName %filesetName %pcacheEvent
Triggered when the contents of a fileset expire | %homeServer %reason
either as a result of the fileset being
disconnected for the expiration timeout value
or when the fileset is marked as expired using
the AFM administration commands.
afmFilesetUnexpired %fsName %filesetName %pcacheEvent

Triggered when the contents of a fileset
become unexpired either as a result of the
reconnection to home or when the fileset is
marked as unexpired using the AFM
administration commands.

%homeSexver %reason

clusterManagerTakeOver N/A
Triggered when a new cluster manager node is
elected. This happens when a cluster first
starts up or when the current cluster manager
fails or resigns and a new node takes over as
cluster manager.

nodeJoin %eventNode
Triggered when one or more nodes join the
cluster.

nodelLeave %eventNode
Triggered when one or more nodes leave the
cluster.

quorumReached $6quorumNodes
Triggered when a quorum has been established
in the GPFS cluster. This event is triggered only
on the cluster manager, not on all the nodes in
the cluster.

quorumLoss N/A
Triggered when quorum has been lost in the
GPFS cluster.

quorumNodeJoin fseventNode
Triggered when one or more quorum nodes join
the cluster.

quorumNodeLeave fseventNode

Triggered when one or more quorum nodes
leave the cluster.
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Table 8. Global events and supported parameters (continued)

Global event

Supported parameters

quotaExceeded
Triggered when quota clients fail to allocate
disk space because the quota hard limit (for
either files or blocks) is reached. This event is
triggered on all nodes.

%fsName %filesetName %quotald
%quotaType %quotaOwnexrName %eventTime
fsquotaEventType

Table 9. Local events and supported parameters

Local event

Supported parameters

afmCmdRequeued %fsName %filesetName %pcacheEvent
Triggered during replication when messages fshomeServer %reason
are queued up again because of errors. These
messages are retried after 15 minutes.
afmFilesetUnmounted %fsName %filesetName %pcacheEvent
Triggered when the fileset is moved to an $shomeServer f%Breason
Unmounted state because NFS server is not
reachable or remote cluster mount is not
available for GPFS Native protocol.
afmHomeConnected %fsName %filesetName %pcacheEvent
Triggered when a gateway node connects to $shomeServer f%reason
the afmTarget of the fileset that it is serving.
This event is local on gateway nodes.
afmHomeDisconnected %fsName %filesetName 9%pcacheEvent
Triggered when a gateway node gets $shomeServer %reason
disconnected from the afmTarget of the fileset
that it is serving. This event is local on gateway
nodes.
%fsName %filesetName %reason

afmManualResyncComplete
Triggered when a manual resync is completed.

afmPrepopEnd
Triggered when all the files specified by a
prefetch operation have been completed. This
event is local on a gateway node.

%fsName %filesetName
%prepopCompletedReads
%prepopFailedReads
%prepopAlreadyCachedFiles %prepopData

afmQueueDropped
Triggered when replication encounters an issue
that cannot be corrected. After the queue is
dropped, next recovery action attempts to fix
the error and continue to replicate.

%fsName %filesetName %pcacheEvent
%homeServer %reason

afmRecoveryFail
Triggered when recovery fails. The recovery
action is retried after 300 seconds. If recovery
keeps failing, fileset is moved to a resync state
if the fileset mode allows it.

%fsName %filesetName %pcacheEvent
%homeServer %reason
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Table 9. Local events and supported parameters (continued)

Local event

Supported parameters

afmRecoveryStart %fsName %filesetName %pcacheEvent
Triggered when AFM recovery starts. This event | shomeServer %reason
is local on gateway nodes.
afmRecoveryEnd %fsName %filesetName %pcacheEvent
Triggered when AFM recovery ends. This event | %homeServer %reason
is local on gateway nodes.
afmRPOMiss %fsName %filesetName %pcacheEvent
Triggered when Recovery Point Objective (RPO) | homeServer %reason
is missed on DR primary filesets, RPO Manager
keeps retrying the snapshots. This event occurs
when there is lot of data to replicate for the
RPO snapshot to be taken or there is an error
such as, deadlock and recovery keeps failing.
afmFilesetCreate %fsName %filesetName %pcacheEvent
Triggered when an AFM fileset is created. gshomeServer %Breason
afmFilesetLink %fsName %filesetName %pcacheEvent
Triggered when an AFM fileset is linked. fshomeServer %reason
afmFilesetChange %fsName %filesetName %pcacheEvent
Triggered when an AFM fileset is changed. Ifa |%homeServer %reason
fileset is renamed the new name is part of
%reason.
afmFilesetUnlink %fsName %filesetName %pcacheEvent

Triggered when a AFM fileset is linked.

%homeSexrver %reason

afmFilesetDelete
Triggered when an AFM fileset is deleted.

%fsName %filesetName %pcacheEvent
%homeServer %reason

ccrFileChange
Triggered when CCR fput operation takes

%ccrObjectName %ccrObjectVersion

place.

ccrVarChange %ccrObjectName %ccrObjectValue
Triggered when CCR vput operation takes %ccrObjectVersion
place.

daRebuildFailed
The daRebuildFailed callback is generated
when the spare space in a declustered array
has been exhausted, and vdisk tracks involving
damaged pdisks can no longer be rebuilt. The
occurrence of this event indicates that fault
tolerance in the declustered array has become
degraded and that disk maintenance should be
performed immediately. The
daRemainingRedundancy parameter
indicates how much fault tolerance remains in
the declustered array.

%myNode %rgName %daName
%daRemainingRedundancy
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters
deadlockDetected %eventName %myNode %waitexrLength

Triggered when a node detects a potential
deadlock. If the exit code of the registered
callback for this event is 1, debug data will not
be collected.

See the /usr/1pp/mmfs/samples/
deadlockdetected.sample file for an
example of using the deadlockDetected
event.

deadlockOverload %eventName %nodeName
Triggered when an overload event occurs. The
event is local to the node detecting the
overload condition.

diskFailure %eventName %diskName 9%£fsName
Triggered on the file system manager when the
status of a disk in a file system changes to
down.

diskIOErr %nodeName %diskName
Triggered when an NSD server node detects a
problem in a locally attached disk. For more
information, see the topic Periodic disk I/O
check in the IBM Spectrum Scale:
Administration Guide.
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters
diskIOHang %fsName 9%diskName

Triggered when the GPFS daemon detects that
a local I/O request has been pending in the
kernel for more than five minutes. The event
occurs only once, even if there are multiple
concurrent long I/O waiters. This event applies
only to disks that a node is directly attached to.

With this callback event you can add
notification and data collection scripts to
isolate the reason for a long I/O wait. This
callback is not supported in the Microsoft
Windows environment.

The event is generated regardless of the value
of the panicOnIOHang attribute of the
mmchconfig command. If an I/O hang occurs
when the diskIOHang event is configured and
the panicOnIOHang attribute of the
mmchconfig command is set to yes, the result
depends upon whether the - -async or - -
sync parameter was specified for the
diskIOHang event:

» With --async, the GPFS daemon waits five
seconds for the diskIOHang scripts to run
and then panics the node kernel.

» With --sync, the GPFS daemon waits for the
diskIOHang scripts to run to completion
before it panics the node kernel.

filesetLimitExceeded

Triggered when the file system manager
detects that a fileset quota has been exceeded.
This is a variation of softQuotaExceeded
that applies only to fileset quotas. It exists only
for compatibility (and can be deleted in a future
version); therefore, using
softQuotaExceeded is recommended
instead.

%filesetName %fsName %filesetSize
%softLimit %hardLimit %inodeUsage
%inodeQuota %inodeLimit
fsquotaEventType

fsstruct

Triggered when the file system manager
detects a file system structure (FS Struct) error.

For more information about FS Struct errors,
see “mmfsck command” on page 390 and the
following topics in IBM Spectrum Scale:
Problem Determination Guide:

* MMFS_FSSTRUCT

 Reliability, Availability, and Serviceability
(RAS) events

« Information to collect before contacting the
IBM Support Center

%fsName %fsErr %senseDataFormatted
%senseDataHex
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters
lowDiskSpace %storagePool %fsName

Triggered when the file system manager
detects that disk space usage has reached the
high occupancy threshold that is specified in
the current policy rule. The event is generated
every two minutes until the condition no longer
exists. For more information, see the topic
Using thresholds with external pools in the IBM
Spectrum Scale: Administration Guide.

noDiskSpace %storagePool f%fsName %reason
Triggered when the file system encounters a g¢filesetName

disk, or storage pool that has run out of space
or an inodespace has run out of inodes. An
inode space can be an entire file system or an
independent fileset. Use the
noSpaceEventInterval configuration
attribute of the mmchconfig command to
control the time interval between two
noDiskSpace events. The default value is 120
seconds.

When a storage pool runs out of disk space,
%reason is "diskspace", %¥storagePool is the
name of the pool that ran out of disk space, and
%filesetName is "UNDEFINED".

When a fileset runs out of inode space,
%reason is "inodespace", %¥filesetName is
the name of the independent fileset that owns
the affected inode space, and %storagePool
is "UNDEFINED".

nsdCksumMismatch %myNode %ckRole %ckOthexrNode 9%ckNSD
The nsdCksumMismatch callback is generated | %ckReason f%ckStartSector %ckDatalen
whenever transmission of vdisk data by the f%ckExrrorCountClient
NSD network layer fails to verify the data %ckErroxrCountServer 9%ckErrorCountNSD

checksum. This can indicate problems inthe | %ckReportingInterval
network between the GPFS client node and a
recovery group server. The first error between a
given client and server generates the callback;
subsequent callbacks are generated for each
ckReportingInterval occurrence.

pdFailed %myNode %rgName %daName %pdName
The pdFailed callback is generated whenever |%pdLocation %pdFru %pdilwn %pdState
a pdisk in a recovery group is marked as dead,
missing, failed, or readonly.
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Table 9. Local events and supported parameters (continued)

Local event

Supported parameters

pdPathDown
The pdPathDown callback is generated
whenever one of the block device paths to a
pdisk disappears or becomes inoperative. The
occurrence of this event can indicate
connectivity problems with the JBOD array in
which the pdisk resides.

%myNode %rgName %daName %pdName
%pdLocation %pdFru %pdiwn %pdPath

pdReplacePdisk
The pdReplacePdisk callback is generated
whenever a pdisk is marked for replacement
according to the replace threshold setting of
the declustered array in which it resides.

%myNode %rgName f%daName %pdName
%pdLocation %pdFru %pdiwn %pdState
%pdPriority

pdRecovered
The pdRecovered callback is generated
whenever a missing pdisk is rediscovered.

The following parameters are available to this
callback: %myNode, %rgName, %daName,
%pdName, %pdLocation, %pdFru, and
%pdWwn.

%myNode %rgName %daName %pdName
%pdLocation %pdFru %pdiiwn

preMount, preUnmount, mount, unmount
These events are triggered when a file system
is about to be mounted or unmounted or has
been mounted or unmounted successfully.
These events are generated for explicit mount
and unmount commands, a remount after
GPFS recovery and a forced unmount when
GPFS panics and shuts down.

%fsName %reason

preRGRelinquish
The preRGRelinquish callback is invoked on
a recovery group server prior to relinquishing
service of recovery groups. The rgName
parameter can be passed into the callback as
the keyword value _ALL _, indicating that the
recovery group server is about to relinquish
service for all recovery groups it is serving; the
rgCount parameter will be equal to the
number of recovery groups being relinquished.
Additionally, the callback will be invoked with
the rgName of each individual recovery group
and an rgCount of 1 whenever the server
relinquishes serving recovery group rgName.

%myNode %rgName %rgErr 9%rgCount
%rgReason
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters
preRGTakeover %myNode %rgName %rgErx %rgCount

The preRGTakeover callback is invoked ona |%xrgReason
recovery group server prior to attempting to
open and serve recovery groups. The rgName
parameter can be passed into the callback as
the keyword value _ALL_, indicating that the
recovery group server is about to open multiple
recovery groups; this is typically at server
startup, and the parameter rgCount will be
equal to the number of recovery groups being
processed. Additionally, the callback will be
invoked with the rgName of each individual
recovery group and an rgCount of 1 whenever
the server checks to determine whether it
should open and serve recovery group rgName.

preShutdown %reason
Triggered when GPFS detects a failure and is
about to shut down.

preStartup N/A
Triggered after the GPFS daemon completes its
internal initialization and joins the cluster, but
before the node runs recovery for any file
systems that were already mounted, and
before the node starts accepting user initiated
sessions.

postRGRelinquish %myNode %rgName %rgExrr %rgCount
The postRGRelinquish callback is invoked |%rgReason
on a recovery group server after it has
relinquished serving recovery groups. If
multiple recovery groups have been
relinquished, the callback will be invoked with
rgName keyword _ALL_and an rgCount
equal to the total number of involved recovery
groups. The callback will also be triggered for
each individual recovery group.

postRGTakeover %myNode %rgName %rgErr %rgCount

The postRGTakeover callback is invoked on a | %6xgReason
recovery group server after it has checked,
attempted, or begun to serve a recovery group.
If multiple recovery groups have been taken
over, the callback will be invoked with rgName
keyword _ALL_ and an xrgCount equal to the
total number of involved recovery groups. The
callback will also be triggered for each
individual recovery group.
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters
rgOpenFailed %myNode %rgName %rgErr %rgReason
The rg0OpenFailed callback will be invoked
on a recovery group server when it fails to open
a recovery group that it is attempting to serve.
This might be due to loss of connectivity to
some or all of the disks in the recovery group;
the rgReason string will indicate why the
recovery group could not be opened.
rgPanic %myNode %rgName %rgErr %rgReason

The rgPanic callback will be invoked on a
recovery group server when it is no longer able
to continue serving a recovery group. This
might be due to loss of connectivity to some or
all of the disks in the recovery group; the
rgReason string will indicate why the recovery
group can no longer be served.

sendRequestToNodes
Triggered when a node sends a request for
collecting expel-related debug data.

For this event, the %requestType is
requestExpelData.

%eventName %requestType %nodeNames

shutdown
Triggered when GPFS completes the shutdown.

%reason

snhapshotCreated
Triggered after a snapshot is created, and run
before the file system is resumed. This event
helps correlate the timing of DMAPI events
with the creation of a snapshot. GPFS must
wait for snapshotCreated to exit before it
resumes the file system, so the ordering of
DMAPI events and snapshot creation is known.

The %filesetName is the name of the fileset
whose snapshot was created. For file system
level snapshots that affect all filesets,
%filesetName is set to global.

%snapshotID %snapshotName %fsName
%filesetName

softQuotaExceeded
Triggered when the file system manager
detects that a soft quota limit (for either files or
blocks) has been exceeded. This event is
triggered only on the file system manager.
Therefore, this event must be handled on all
manager nodes.

%fsName %filesetName %quotald
%quotaType %quotaOwnexName 9%blockUsage
%blockQuota %blockLimit %filesUsage
%filesQuota %filesLimit
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Table 9. Local events and supported parameters (continued)

Local event Supported parameters

startup N/A
Triggered after a successful GPFS startup
before the node is ready for user initiated
sessions. After this event is triggered GPFS
proceeds to finish starting including mounting
all file systems defined to mount on startup.

tiebreakerCheck N/A
Triggered when the cluster manager detects a
lease timeout on a quorum node before GPFS
runs the algorithm that decides if the node will
remain in the cluster. This event is generated
only in configurations that use tiebreaker disks.

Note: Before you add or delete the
tiebreakexCheck event, you must stop the
GPFS daemon on all the nodes in the cluster.

traceConfigChanged N/A
Triggered when GPFS tracing configuration is
changed.

usageUnderSoftQuota %fsName %filesetName %fsName %quotald
Triggered when the file system manager %quotaType %quotaOwnerName .%blockUsage
detects that quota usage has dropped below  |%blockQuota %blockLimit %filesUsage
soft limits and grace time is reset. g¢filesQuota %filesLimit

Options

-S Filename | --spec-file Filename
Specifies a file with multiple callback definitions, one per line. The first token on each line must be the
callback identifier.

Exit status

1]
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmaddcallback command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. To register command /tmp/myScript to run after GPFS startup, issue this command:

mmaddcallback testl --command=/tmp/myScript --event startup
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The system displays information similar to:

mmaddcallback: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

2. To register a callback on the NFS servers to export or to unexport a particular file system after it has
been mounted or before it has been unmounted, issue this command:

mmaddcallback NFSexport --command /usr/local/bin/NFSexport --event mount,preUnmount -N
nfsserverl,

nfsserver2 --parms "%eventName %fsName" --parms "%eventName %fsName"
The system displays information similar to:
mmaddcallback: 6027-1371 Propagating the cluster configuration data to all

affected nodes. This is an asynchronous process.

See also

« “mmdelcallback command” on page 344

« “mmlscallback command” on page 467

Location
Jusx/lpp/mmEs/bin
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mmadddisk command

Adds disks to a GPFS file system.

Synopsis

mmadddisk Device {"DiskDesc[;DiskDesc...]" | -F StanzaFile} [-a] [-r [--strict]]
[-v fyes | no}] [-N {Node[,Node...] | NodeFile | NodeClassit]
[--qos Q0SClass]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmadddisk command to add disks to a GPFS file system. When the -1 flag is specified, the
command rebalances an existing file system after it adds the disks. The command does not require the
file system to be mounted. The file system can be in use.

The actual number of disks in your file system might be constrained by products other than GPFS that you
installed. See to the individual product documentation.

To add disks to a GPFS file system, first decide which of the following two tasks you want to perform:
1. Create new disks with the mmcrnsd command.

In this case, you must also decide whether to create a new set of NSD and pools stanzas or use the
rewritten NSD and pool stanzas that the mmcxnsd command produces. In a rewritten file, the disk
usage, failure group, and storage pool values are the same as the values that are specified in the
mmcxrnsd command.

2. Select disks no longer in use in any file system. To display the disks that are not in use, run the
following command:

mmlsnsd -F

Earlier versions of the product allowed specifying disk information with colon-separated disk descriptors.
Those disk descriptors are no longer supported.

Note: If nmadddisk fails with a NO_SPACE error, try one of the following actions:
 Rebalance the file system.

« Run the command mmfsck -y to deallocate unreferenced subblocks.

 Create a pool with larger disks and move data from the old pool to the new one.

Parameters

Device
The device name of the file system to which the disks are added. File system names need not be fully
qualified. £s0 is as acceptable as /dev/£fs0.

This parameter must be first.

DiskDesc
A descriptor for each disk to be added. Each descriptor is delimited by a semicolon (;) and the entire
list must be enclosed in quotation marks (' or "). The use of disk descriptors is discouraged.

-F StanzafFile
Specifies a file that contains the NSD stanzas and pool stanzas for the disks to be added to the file
system.
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NSD stanzas have the following format:

%nsd:
nsd=NsdName
usage=idataOnly | metadataOnly | dataAndMetadata | descOnly}?
failureGroup=FailureGroup
pool=StoragePool
servers=ServerList
device=DiskName
thinDiskType={ino | nvme | scsi | auto?

where:

nsd=NsdName
The name of an NSD previously created by the mmcrnsd command. For a list of available disks,
run the mmlsnsd -F command. This clause is mandatory for the mmadddisk command.

usage={dataOnly | metadataOnly | dataAndMetadata | descOnly}
Specifies the type of data to be stored on the disk:

dataAndMetadata
Indicates that the disk contains both data and metadata. This value is the default for disks in
the system pool.

dataOnly
Indicates that the disk contains data and does not contain metadata. This value is the default
for disks in storage pools other than the system pool.

metadataOnly
Indicates that the disk contains metadata and does not contain data.

descOnly
Indicates that the disk contains no data and no file metadata. IBM Spectrum Scale uses this
type of disk primarily to keep a copy of the file system descriptor. It can also be used as a third
failure group in certain disaster recovery configurations. For more information, see the topic
Synchronous mirroring utilizing GPFS replication in the IBM Spectrum Scale: Administration
Guide.

failureGroup=FailureGroup
Identifies the failure group to which the disk belongs. A failure group identifier can be a simple
integer or a topology vector that consists of up to three comma-separated integers. The default is
-1, which indicates that the disk has no point of failure in common with any other disk.

GPFS uses this information during data and metadata placement to ensure that no two replicas of
the same block can become unavailable due to a single failure. All disks that are attached to the
same NSD server or adapter must be placed in the same failure group.

If the file system is configured with data replication, all storage pools must have two failure groups
to maintain proper protection of the data. Similarly, if metadata replication is in effect, the system
storage pool must have two failure groups.

Disks that belong to storage pools in which write affinity is enabled can use topology vectors to
identify failure domains in a shared-nothing cluster. Disks that belong to traditional storage pools
must use simple integers to specify the failure group.

pool=StoragePool
Specifies the storage pool to which the disk is to be assigned. If this name is not provided, the
default is system.

Only the system storage pool can contain metadataOnly, dataAndMetadata, or descOnly
disks. Disks in other storage pools must be dataOnly.

servers=ServerList
A comma-separated list of NSD server nodes. This clause is ignored by the mmadddisk command.

device=DiskName
The block device name of the underlying disk device. This clause is ighored by the mmadddisk
command.
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thinDiskType={no | nvme | scsi | auto}
Specifies the space reclaim disk type:

no
The disk does not support space reclaim. This value is the default.

nvme
The disk is a TRIM capable NVMe device that supports the mmreclaimspace command.

scsi
The disk is a thin provisioned SCSI disk that supports the mmreclaimspace command.

auto
The type of the disk is either nvme or scsi. IBM Spectrum Scale will try to detect the actual
disk type automatically. To avoid problems, you should replace auto with the correct disk
type, nvme or scsi, as soon as you can.

Note:

In 5.0.5, the space reclaim auto-detection is enhanced. It is encouraged to use the auto key-
word after your cluster is upgraded to 5.0.5.

For more information, see the topic IBM Spectrum Scale with data reduction storage devices in the
IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Note: An NSD belonging to a tiebreaker disk is not allowed to be added to a file system if NSD format
conversion is required.

Pool stanzas have this format:

%pool:
pool=StoragePoolName
blockSize=BlockSize
usage=idataOnly | metadataOnly | dataAndMetadata}
layoutMap={scatter | cluster?
allowWriteAffinity={yes | no}
writeAffinityDepth=40 | 1 | 2%
blockGroupFactor=BlockGroupFactor

where:

pool=StoragePoolName
Is the name of a storage pool.

blockSize=BlockSize
Specifies the block size of the disks in the storage pool.

usage={dataOnly | metadataOnly | dataAndMetadata}
Specifies the type of data to be stored in the storage pool:

dataAndMetadata
Indicates that the disks in the storage pool contain both data and metadata. This is the default
for disks in the system pool.

dataOnly
Indicates that the disks contain data and do not contain metadata. This is the default for disks
in storage pools other than the system pool.

metadataOnly
Indicates that the disks contain metadata and do not contain data.

layoutMap={scatter | cluster}
Specifies the block allocation map type. When allocating blocks for a given file, GPFS first uses a
round-robin algorithm to spread the data across all disks in the storage pool. After a disk is
selected, the location of the data block on the disk is determined by the block allocation map type.
If clustex is specified, GPFS attempts to allocate blocks in clusters. Blocks that belong to a
particular file are kept adjacent to each other within each cluster. If scattex is specified, the
location of the block is chosen randomly.
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The cluster allocation method may provide better disk performance for some disk subsystems
in relatively small installations. The benefits of clustered block allocation diminish when the
number of nodes in the cluster or the number of disks in a file system increases, or when the file
system's free space becomes fragmented. The cluster allocation method is the default for GPFS
clusters with eight or fewer nodes and for file systems with eight or fewer disks.

The scatter allocation method provides more consistent file system performance by averaging
out performance variations due to block location (for many disk subsystems, the location of the
data relative to the disk edge has a substantial effect on performance). This allocation method is
appropriate in most cases and is the default for GPFS clusters with more than eight nodes or file
systems with more than eight disks.

The block allocation map type cannot be changed after the storage pool has been created.

allowWriteAffinity={yes | no}
Indicates whether the File Placement Optimizer (FPO) feature is to be enabled for the storage
pool. For more information on FPO, see the File Placement Optimizer section in the IBM Spectrum
Scale: Administration Guide.

writeAffinityDepth={0 | 1 | 2}
Specifies the allocation policy to be used by the node writing the data.

A write affinity depth of 0 indicates that each replica is to be striped across the disks in a cyclical
fashion with the restriction that no two disks are in the same failure group. By default, the unit of
striping is a block; however, if the block group factor is specified in order to exploit chunks, the
unit of striping is a chunk.

A write affinity depth of 1 indicates that the first copy is written to the writer node. The second
copy is written to a different rack. The third copy is written to the same rack as the second copy,
but on a different half (which can be composed of several nodes).

A write affinity depth of 2 indicates that the first copy is written to the writer node. The second
copy is written to the same rack as the first copy, but on a different half (which can be composed
of several nodes). The target node is determined by a hash value on the fileset ID of the file, or it is
chosen randomly if the file does not belong to any fileset. The third copy is striped across the disks
in a cyclical fashion with the restriction that no two disks are in the same failure group. The
following conditions must be met while using a write affinity depth of 2 to get evenly allocated
space in all disks:

1. The configuration in disk number, disk size, and node number for each rack must be similar.
2. The number of nodes must be the same in the bottom half and the top half of each rack.

This behavior can be altered on an individual file basis by using the --write-affinity-
failure-group option of the mmchattr command.

This parameter is ignored if write affinity is disabled for the storage pool.

blockGroupFactor=BlockGroupFactor
Specifies how many file system blocks are laid out sequentially on disk to behave like a single
large block. This option only works if --allow-write-affinity is set for the data pool. This
applies only to a new data block layout; it does not migrate previously existing data blocks.

See File Placement Optimizer in IBM Spectrum Scale: Administration Guide.

Specifies asynchronous processing. If this flag is specified, the mmadddisk command returns after
the file system descriptor is updated and the rebalancing scan is started; it does not wait for
rebalancing to finish. If no rebalancing is requested (the - r flag not specified), this option has no
effect.

Rebalances the file system to improve performance. Rebalancing attempts to distribute file blocks
evenly across the disks of the file system. In IBM Spectrum Scale 5.0.0 and later, rebalancing is
implemented by a lenient round-robin method that typically runs faster than the previous method of
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strict round robin. To rebalance the file system using the strict round-robin method, include the - -
strict option that is described in the following text.

--strict
Rebalances the specified files with a strict round-robin method. In IBM Spectrum Scale v4.2.3 and
earlier, rebalancing always uses this method.

Note: Rebalancing of files is an I/0 intensive and time-consuming operation and is important only for
file systems with large files that are mostly invariant. In many cases, normal file update and creation
rebalances a file system over time without the cost of a complete rebalancing.

Note: Rebalancing distributes file blocks across all the disks in the cluster that are not suspended,
including stopped disks. For stopped disks, rebalancing does not allow read operations and allocates
data blocks without writing them to the disk. When the disk is restarted and replicated data is copied
onto it, the file system completes the write operations.

-v{yes | no}
Verify that specified disks do not belong to an existing file system. The defaultis -v yes. Specify -v
no only when you want to reuse disks that are no longer needed for an existing file system. If the
command is interrupted for any reason, use the -v no option on the next invocation of the command.

Important: Using -v no on a disk that already belongs to a file system corrupts that file system. This
problem is not detected until the next time that file system is mounted.

-N {Nodel,Node...] | NodeFile | NodeClass}
Specifies the nodes that are to participate in the restriping of the file system after the specified disks
are available for use by GPFS. This parameter must be used with the -1 option. This command
supports all defined node classes. The default is all or the current value of the
defaultHelperNodes parameter of the mmchconfig command.

For general information on how to specify node names, see Specifying nodes as input to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

--qos QOSClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command is
assigned. If you do not specify this parameter, the instance of the command is assigned by default to
the maintenance QoS class. This parameter has no effect unless the QoS service is enabled. For
more information, see the topic “mmchgos command” on page 248. Specify one of the following QoS
classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this class for
I/O-intensive, potentially long-running GPFS commands, so that they contribute less to reducing
overall file system performance.

other
This QoS class is typically configured to have a larger share of file system IOPS. Use this class for
administration commands that are not I/O-intensive.

For more information, see the topic Setting the Quality of Service for I/0 operations (QoS) in the IBM
Spectrum Scale: Administration Guide.

Exit status

0
Successful completion.

nonzero
A failure occurred.

Security

You must have root authority to run the mmadddisk command.
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The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. Assume that the file . /newNSDstanza contains the following NSD stanza:

%nsd: nsd=gpfslOnsd
servers=k148n07,k148n06
usage=dataOnly
failureGroup=5
pool=pool2
thinDiskType=nvme

To add the disk that is defined in this stanza, run the following command:

mmadddisk fs1 -F ./newNSDstanza -r

The command displays information like the following example:

GPFS: 6027-531 The following disks of fs1 will be formatted on node
k148n07.kgn.ibm.com:

gpfslOnsd: size 2202 MB

Extending Allocation Map
Creating Allocation Map for storage pool 'pool2'’

75 % complete on Thu Feb 16 13:57:52 2006
100 % complete on Thu Feb 16 13:57:54 2006
Flushing Allocation Map for storage pool 'pool2’
GPFS: 6027-535 Disks up to size 24 GB can be added to storage
pool pool2.

Checking allocation map for storage

62 % complete on Thu Feb 16 13:58:03 2006
100 % complete on Thu Feb 16 13:58:06 2006

Checking allocation map for storage

62 % complete on Thu Feb 16 13:58:11 2006
100 % complete on Thu Feb 16 13:58:14 2006

Checking allocation map for storage

6
10

affected nodes.

% complete on Thu Feb 16 13:58:19 2006
% complete on Thu Feb 16 13:58:22 2006
GPFS: 6027-1503 Completed adding disks to file system fsi.

mmadddisk: 6027-1371 Propagating the cluster configuration data to all

Restriping fsl

GPFS:

GPFS:
GPFS:
GPFS:
GPFS:
GPFS:
GPFS:
GPFS:
GPFS:

68
100

GPFS:

Done

6027-589
6027-552
6027-589
6027-552
6027-589
6027-552
6027-589
6027-552
6027-565

Scanning file system metadata,
Scan completed successfully.
Scanning file system metadata,
Scan completed successfully.
Scanning file system metadata,
Scan completed successfully.
Scanning file system metadata,
Scan completed successfully.

Scanning user file metadata ...

% complete on Thu Feb 16 13:59:06 2006
% complete on Thu Feb 16 13:59:07 2006

6027-552

See also

Scan completed successfully.

« “mmchdisk command” on page 199

“mmcrnsd command” on page 318

“mmdeldisk command” on page 346

“mmlsdisk command” on page 474

“mmlsnsd command” on page 498

“mmlspool command” on page 504

pool pooll

pool pool2

pool system

This is an asynchronous process.

phase
phase
phase

phase

A w N P
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Location
Just/lpp/mmfs/bin
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mmaddnode command

Adds nodes to a GPFS cluster.

Synopsis

mmaddnode -N {NodeDesc[,NodeDesc...] | NodeFile} [--accept]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmaddnode command to add nodes to an existing IBM Spectrum Scale cluster. On each new
node, a mount point directory and character mode device is created for each GPFS file system.

Follow these rules when adding nodes to an IBM Spectrum Scale cluster:

You may issue the command only from a node that already belongs to the IBM Spectrum Scale cluster.

While a node may mount file systems from multiple clusters, the node itself may only be added to a
single cluster using the mmcrcluster or mmaddnode command.

The nodes must be available for the command to be successful. If any of the nodes listed are not
available when the command is issued, a message listing those nodes is displayed. You must correct the
problem on each node and reissue the command to add those nodes.

After the nodes are added to the cluster, use the mmchlicense command to designate appropriate IBM
Spectrum Scale licenses to the new nodes.

Parameters
-N NodeDesc|,NodeDesc...] | NodeFile

Specifies node descriptors, which provide information about nodes to be added to the cluster.

NodeFile
Specifies a file containing a list of node descriptors, one per line, to be added to the cluster.

NodeDesc[,NodeDesc...]
Specifies the list of nodes and node designations to be added to the IBM Spectrum Scale cluster.
Node descriptors are defined as:

NodeName : NodeDesignations:AdminNodeName:LicenseType

where:

NodeName
Specifies the host name or IP address of the node for GPFS daemon-to-daemon
communication.

The host name or IP address must refer to the communication adapter over which the GPFS
daemons communicate. Aliased interfaces are not allowed. Use the original address or a name
that is resolved by the host command to that original address. You can specify a node using
any of these forms:

« Short host name (for example, h135n01)
« Long, fully-qualified, host name (for example, h135n01.ibm.com)

« IP address (for example, 7.111.12.102). IPv6 addresses must be enclosed in brackets (for
example, [2001:192::192:168:115:124)).
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Regardless of which form you use, GPFS will resolve the input to a host name and an IP
address and will store these in its configuration files. It is expected that those values will not
change while the node belongs to the cluster.

NodeDesignations
An optional, "-" separated list of node roles:

- manager | client — Indicates whether a node is part of the node pool from which file system
managers and token managers can be selected. The default is client.

« quorum | nonquorum — Indicates whether a node is counted as a quorum node. The default
is nonquorum.

Note: If you are designating a new node as a quorum node, and adminMode centzralisin
effect for the cluster, GPFS must be down on all nodes in the cluster. Alternatively, you may
choose to add the new nodes as nonquoxrum and once GPFS has been successfully started
on the new nodes, you can change their designation to quorum using the mmchnode
command.

AdminNodeName
Specifies an optional field that consists of a node interface name to be used by the
administration commands to communicate between nodes. If AdminNodeName is not
specified, the NodeName value is used.

Note: AdminNodeName must be a resolvable network host name. For more information, see
the topic GPFS node adapter interface names in the IBM Spectrum Scale: Concepts, Planning,
and Installation Guide.

LicenseType
Assigns a license of the specified type to the node. Valid values are sexrver, client, and fpo.
For information about these license types, see “mmchlicense command” on page 226.

The full text of the Licensing Agreement is provided with the installation media and can be
found at the IBM Software license agreements website (www.ibm.com/software/sla/
sladb.nsf).

--accept
Specifies that you accept the terms of the applicable license agreement. If one or more node
descriptors includes a LicenseType term, this parameter causes the command to skip the prompt
for you to accept a license.

You must provide a NodeDesc for each node to be added to the IBM Spectrum Scale cluster.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmaddnode command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum
Scale: Administration Guide.

36 IBM Spectrum Scale 5.0.5: Command and Programming Reference


http://www.ibm.com/software/sla/sladb.nsf
http://www.ibm.com/software/sla/sladb.nsf

mmaddnode

Examples

1. To add nodes k164n06 and k164n07 as quorum nodes, designating k164n06 to be available as a
manager node, issue this command:

mmaddnode -N k164n06:quorum-manager,k164n07:quorum
To confirm the addition, issue this command:
mmlscluster
The system displays information as in the following example:

GPFS cluster information

GPFS cluster name: clusterl.kgn.ibm.com
GPFS cluster id: 680681562214606028
GPFS UID domain: clusterl.kgn.ibm.com
Remote shell command: /usr/bin/ssh
Remote file copy command: /usr/bin/scp
Repository type: server-based

GPFS cluster configuration servers:
Primary server: k164n07.kgn.ibm.com
Secondary server: k164n04.kgn.ibm.com

Node Daemon node name IP address Admin node name Designation
1  k164n04.kgn.ibm.com  198.117.68.68 k164n04.kgn.ibm.com quorum
2 k164n07.kgn.ibm.com 198.117.68.71 k164n07.kgn.ibm.com quorum
3 k164n06.kgn.ibm.com  198.117.68.70 k164n06.kgn.ibm.com quorum-manager

2. In the following example the mmaddnode command adds a node without specifying a license:

(11:37:06) c34f2n03:~ # mmaddnode -N c6f2bc4n8:quoxrum
Tue Mar 12 11:37:13 EDT 2019: mmaddnode: Processing node c6f2bc4n8.gpfs.net
mmaddnode: Command successfully completed
mmaddnode: Warning: Not all nodes have proper GPFS license designations.
Use the mmchlicense command to designate licenses as needed.
mmaddnode: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

The command displays a warning message that some nodes do not have licenses.
3. In the following example the mmaddnode command specifies a license to be designated to the node:

# mmaddnode -N c6f2bc4n8:quorum::server
mmaddnode: Node c6f2bc4n8.gpfs.net will be designated as possessing server license.
Please confirm that you accept the terms of the IBM Spectrum Scale server Licensing
Agreement.
The full text can be found at www.ibm.com/software/sla
Enter "yes" or "no": yes
Tue Mar 12 11:41:51 EDT 2019: mmaddnode: Processing node c6f2bc4n8.gpfs.net
mmaddnode: Command successfully completed
mmaddnode: Propagating the cluster configuration data to all

affected nodes. This is an asynchronous process.

The command prompts the user to accept the terms of the licensing agreement.

4. In the following example the mmaddnode command specifies a license and also specifies the - -
accept parameter:

# mmaddnode -N c6f2bc4n8:quorum::server --accept
mmaddnode: Node c6f2bc4n8.gpfs.net will be designated as possessing server license.
Tue Mar 12 11:51:15 EDT 2019: mmaddnode: Processing node c6f2bc4n8.gpfs.net
mmaddnode: Command successfully completed
mmtrace: move /tmp/mmfs/lxtrace.trc.c34f2n03.cpu®@ /tmp/mmfs/
trcfile.2019-03-12_11.51.27.28959.c34£2n03.cpud
mmtrace: formatting /tmp/mmfs/trcfile.2019-03-12_11.51.27.28959.c34f2n03 to /tmp/mmis/
trcrpt.2019-03-12_11.51.27.28959.c34f2n03.¢gz
mmaddnode: Propagating the cluster configuration data to all

affected nodes. This is an asynchronous process.
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Because the --accept parameter is specified, the command does not need to prompt for acceptance
of the license agreement.

See also

« “mmchconfig command” on page 161

« “mmcrcluster command” on page 291

« “mmchcluster command” on page 156

* “mmdelnode command” on page 357

» “mmlscluster command” on page 469

Location
/Jusxt/lpp/mmEs/bin
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mmadquery command

Queries and validates Active Directory (AD) server settings.

Synopsis

mmadquery list fuser | uids | gids | groups | dc | trusts | idrange} [Options]
or

mmadquery check fuids | gids | idrange} [Options]
or

mmadquery stats juser |uids}

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmadquery command to query an AD Server for users, groups, user IDs, group IDs, known
domain controller and trusts, and to run consistency checks.

Parameters
user
Queries and lists the defined users.
uids
Queries and lists the defined users with user IDs and group IDs.
gids
Queries and lists the defined groups with group IDs.
groups
Queries and lists the defined groups.

dc
Queries and lists the defined domain controllers.

trusts
Queries and lists the defined trusts.

idrange
Queries and lists the ID range used by a given AD server.

Options
--server SERVER

Specifies the IP address of the AD server you want to query. If you do not specify a server,
mmadquery attempts to get the AD server from the /etc/resolv.conf file (nameserver).

Note: This option should be used along with the domain option, which is provided in the following
section.

--domain DOMAIN
Specifies the Windows domain. If you do not specify a domain, mmadquery uses nslookup to
determine the domain based on the server.

Note: This option should be used along with the sexver option.
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--user USER
Specifies the AD user used to run the LDAP query against the AD server. The default is
Administrator.

--pwd-file File
Specifies the file that contains a password to use for authentication.

--filter FILTER
Specifies a search phrase to limit the number of LDAP objects, thus is applied only to first column
of output. Every LDAP object beginning with the search phrase is queried.

--CSV
Shows output in machine parseable (CSV) format.

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

--debug or -d
Shows debugging information

--basedn or -b
Includes basedn for LDAP objects queried in query output. This option is not supported when
querying idrange or running a 'stats' query.

--traverse
Traverses all known domains and provide query output for all domains that are detected.

--long or -L
Indicates that you want to see more details. For more information, see Level of query detail below.
This option is not supported for the "stats" queries.

Level of query detail

Table 10. Query details by type

Query Additional content
User Group membership
DC Operating system
UIDs GID, Primary Group ID
Trusts DC

Exit status
0
No errors found.
1
No arguments specified.
10
Failed a check.
11

Unable to determine the AD server to check.

12

Unable to determine the domain.
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13
Failed to construct a basedn for an LDAP query.

99
Access to the AD server failed, can be incorrect password, user, or domain.

Security

You must have root authority to run the mmadquery command. For more information, see the topic
Requirements for administering a GPFS file system in the IBM Spectrum Scale: Administration Guide.

Examples

1. To show a list of users for the AD server, run this command:
mmadquery list user --pwd-file /tmp/mmadquery.cfg
The system displays information similar to:

USER from server 9.155.106.234 (domain subdoml.mzdom.com)

User
Administrator
Guest

krbtgt

MZDOM$

aduserl

aduser?2

Tadusezr3

2. To show a list of groups for the AD server, run this command:
mmadquey list groups --pwd-file /tmp/mmadquery.cfg

The system displays information similar to:

GROUPS from server 9.155.106.234 (domain subdoml.mzdom.com)
Group
Domain Computers
Cert Publishers
Domain Users
Domain Guests
RAS and IAS Servers
Domain Admins
Schema Admins
Enterprise Admins
Group Policy Creator Owners
Allowed RODC Password Replication Group
Denied RODC Password Replication Group
Enterprise Read-only Domain Controllers
Domain Controllers
Read-only Domain Controllers
DnsAdmins
DnsUpdateProxy
UNIXGRP
unmapped group
bla

3. To check user IDs against locally defined ID mapping range, issue the following command:

mmadquery check uids --pwd-file /tmp/mmadquery.cfg -L
The system displays information similar to:

UIDS from server 9.155.106.234 (domain subdoml.mzdom.com)

User SID UID UIDNumber GIDNumber Primary Group ID
Guest S-1-5-21-2808815044-4164012579-2832416960-501 - = = 514
SUBDOM1$ S$-1-5-21-2808815044-4164012579-2832416960-1103 - = = 513
Administrator S-1-5-21-2808815044-4164012579-2832416960-500 - = = 513
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krbtgt S-1-5-21-2808815044-4164012579-2832416960-502 - = = 513
User 1 S-1-5-21-2808815044-4164012579-2832416960-1107 - = = 513
aduserl S-1-5-21-2808815044-4164012579-2832416960-1601 aduserl 20000007 20000008 513
User 2 S-1-5-21-2808815044-4164012579-2832416960-1110 aduser 10001 20000009 513

WARNING: UID of user User 2 outside id mapping range 'mzdom'.

4. To show a list of users with group membership by domain, run this command:

mmadquery list user -L --pwd-file /tmp/mmadquery.cfg --traverse
The system displays information similar to:

USER from server 9.155.106.232 (domain mzdom.com)
User Groups

Guests

SUBDOM1$

Administrator Group Policy Creator Owners,Enterprise Admins,Schema Admins,Domain Admins,Administrators
krbtgt Denied RODC Password Replication

Group
aduserl Administrators
aduser2 bla,unmapped

group
aduser3
aduserd

USER from server 9.155.106.234 (domain subdoml.mzdom.com)
User Groups

Administrator Group Policy Creator Owners,Domain Admins,Administrators
Guest Guests
krbtgt Denied RODC Password Replication Group Administrators
MZDOM$
aduserl
aduser2
aduser3
aduserd

5. To show the number of users by group and domain, run this command:
mmadquery stats user -L --pwd-file /tmp/mmadquery.cfg --traverse

The system displays information similar to:

USER from server 9.155.106.232 (domain mzdom.com)
Group Count
TOTAL
Guests
Group Policy Creator Owners
Enterprise Admins
Schema Admins
Domain Admins
Administrators
Denied RODC Password Replication Group
bla
unmapped group
USER from server 198.51.100.13 (domain subdoml.mzdo
Group Coun
TOTAL 7
Group Policy Creator Owners 1
Domain Admins 1
Administrators 2
1
1

.com)

ASPRPRPNORPRRPRPREJ

Guests
Denied RODC Password Replication Group

6. To show a list of the number of unmapped users, run this command:

mmadquery stats uids --pwd-file /tmp/mmadquery.cfg

The system displays information similar to:

UIDS from server 9.155.106.232 (domain mzdom.com)
Group Count

TOTAL 7

42 IBM Spectrum Scale 5.0.5: Command and Programming Reference



MAPPED 2
UN-MAPPED 5

7. To check group IDs against locally defined ID map, run this command:

mmadquery check gids -L --pwd-file /tmp/mmadquery.cfg

The system displays information similar to:

GIDS from server 9.155.106.232 (domain w2k8r2-dom02.mzdom.com)

GIDS from server 9.155.106.232 (domain w2k8r2-dom®2.mzdom.com)

Group SID UID UIDNumber GIDNumber

Domain Computers S-1-5-21-2808815044-4164012579-2832416960-515 - - -

Cert Publishers S-1-5-21-2808815044-4164012579-2832416960-517 = = =

Domain Users S-1-5-21-2808815044-4164012579-2832416960-513 - - 20000008 -

Domain Guests S-1-5-21-2808815044-4164012579-2832416960-514 = = =

RAS and IAS Servers S-1-5-21-2808815044-4164012579-2832416960-553 - - -

Domain Admins S$-1-5-21-2808815044-4164012579-2832416960-512 = = =

Schema Admins S-1-5-21-2808815044-4164012579-2832416960-518 - - -

Enterprise Admins S-1-5-21-2808815044-4164012579-2832416960-519 = = =

Group Policy Creator Owners S-1-5-21-2808815044-4164012579-2832416960-520 - - -

Allowed RODC Password Replication Group S-1-5-21-2808815044-4164012579-2832416960-571 = = =
Denied RODC Password Replication Group S-1-5-21-2808815044-4164012579-2832416960-57 - - -
Enterprise Read-only Domain Controllers S-1-5-21-2808815044-4164012579-2832416960-498 = = =
Domain Controllers S-1-5-21-2808815044-4164012579-2832416960-516 - - -

Read-only Domain Controllers S-1-5-21-2808815044-4164012579-2832416960-521 = = =
DnsAdmins  S-1-5-21-2808815044-4164012579-2832416960-1101 - - -

DnsUpdateProxy 1-5-21-2808815044-4164012579-2832416960-1102 = = =

UNIXGRP 5-21-2808815044-4164012579-2832416960-1104 - - 200002222 -

5-21-2808815044-4164012579-2832416960-1604

S_
S-1-
unmapped group S$-1-5-21-2808815044-4164012579-2832416960-1603
bla S-1-
‘o

-WARNING: GID of group 'UNIXGRP

8. To show a list of domain controllers, run the following command:

utside id mapping range 'mzdom’.

mmadquery list dc L --pwd-file /tmp/mmadquery.cfg

The system displays information similar to:

DC from server 9.155.106.232 (domain w2k8r2-dom0O2.mzdom.com)
DC Hostname Operating System

WW2K8R2-DOMO3 w2k8r2-dom@3.mzdom.com Windows Server 2008 R2 Standard
WW2K8R2-DOMO2 w2k8r2-dom@2.mzdom.com Windows Server 2008 R2 Standard

9. To show a list of trusts, run the following command:
mmadquery list trusts --pwd-file /tmp/mmadquery.cfg
The system displays information similar to:

TRUSTS from server 9.155.106.232 (domain w2k8xr2-dom@2.mzdom.com)

DC

subdoml.mzdom.com
w2kl12dom.com

Trust Type

Within Forest bi-directional
Forest Transitive outbound

mmadquery

10. To show a list of ID ranges and to check whether any IDs on the Ad server are outside of the locally
defined ID range, run this command:

mmadquery check idrange --pwd-file /tmp/mmadquery.cfg

The system displays information similar to:

IDRANGE from server 9.155.106.232 (domain w2k8r2-dom®2.mzdom.com)
Domain IDRange IDMapRange

msdom.com 10001-200000000 20000000-25999999
WARNING: IDs from domain 'mzdom.com' are outside locally defined id mapping range 'mzdom'.

11. To show a list of ID ranges by domain, run this command:
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mmadquery list idrange --pwd-file /tmp/mmadquery.cfg -L --traverse

The system displays information similar to:

IDRANGE from server 9.155.106.232 (domain mzdom.com)
Domain IDRange IDMapRange

mzdom.com 10001--260000009  10000000-29999999

IDRANGE from server 9.155.106.234 (domain subdoml.mzdom.com)
Domain IDRange IDMapRange

subdoml.mzdom.com 200000001-26000010 10000000-29999999

Location
Just/lpp/mmfs/bin
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mmafmconfig command

Can be used to manage home caching behavior and mapping of gateways and home NFS exported
servers.

Synopsis

You can use the mmafmconfig command to -

« Set up or update mapping for parallel data transfers by using add, update, or delete options.
« Enable or disable extended attributes/sparse file support from the AFM cache.

mmafmconfig {add | update} MapName --export-map ExportServerMap
or

mmafmconfig delete {MapName | allt
or

mmafmconfig show [-Y] [MapName | all]
or

mmafmconfig {enable | disable} ExportPath

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description

You can use this command on the home cluster to enable support of extended attributes, sparse files on
an AFM cache fileset pointing to this home. You must run the mmafmconfig enable command on the
home export or target path. Running this command creates the .afm directory that contains the control-
enabled, directio ' .afmctl' file. The mmafmconfig disable command removes the .afm directory
from the home export or target path and subsequently, the cache does not support synchronization of
sparse files and files with extended attributes.

You can also use the mmafmconfig command with add, update, delete, or show options on the cache
site to manage mapping of gateway node with home NFS servers for parallel data transfers.

You must run the mmafmconfig enable command at a home fileset path before you link the AFM
fileset at the cache site.

If the AFM cache fileset was linked without running the mmafmconfig enable command at the home
export path, you need to issue the following commands:

1. Issue the following command at the home:
# mmafmconfig enable HOME_EXPORT_PATH
2. Issue the following commands at the cache:

# mmafmctl FS stop -j AFM_Fileset

# mmafmctl FS start -j AFM_Fileset
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Parameters

MapName
Specifies the name that uniquely identifies the mapping of the gateway nodes with the home NFS
exported servers.

--export-map ExportServerMap
Specifies a comma-separated list of pairs of home NFS exported server nodes (ExportServer) and
gateway nodes (GatewayNode), in the following format:

[ExportServer/GatewayNode] [, ExportServer/GatewayNode]l[, .. .]

where:

ExportServer
Is the IP address or host name of a member node in the home cluster MapName.

GatewayNode
Specifies a gateway node in the cache cluster (the cluster where the command is issued).

Displays the command output in a parseable format with a colon (:) as a field delimiter. Each column is
described by a header.

Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

enable
Enables extended attributes or sparse files functions on the AFM cache. Run at the home cluster only.

disable
Disables extended attributes or sparse files functions on the AFM cache. Run at the home cluster only.
ExportPath
Specifies the root of the home exported directory for enabling or disabling the AFM features.
add
Sets up maps for parallel data transfers. Run at cache only.
delete
Deletes maps for parallel data transfers. Run at cache only.
update
Updates maps for parallel data transfers. Run at cache only.

show
Displays all the existing maps. Each map displays the mapping of a gateway node and home NFS
server pair that is separated by acomma ',

Exit status

0
Successful completion.

Nonzero
A failure has occurred.

Security
You must have root authority to run the mmafmconfig command.

The node on which the command is issued must be able to run remote shell commands on any other node
in the cluster without the use of a password and without producing any extraneous messages. For more
information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum Scale:
Administration Guide.
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Example

The following is an example of a mapping for NFS targets, adding all gateway nodes and NFS servers, and
using these mapping for creating AFM filesets. The four cache gateway nodes that are assumed for this
example are -hs22n18, hs22n19, hs22n20, and hs22n21. The gateway nodes are mapped to two home
NFS servers 7s22n01 with an IP address 192.168.200.11 and js22n02 with an IP address
192.168.200.12.

1. Issue the following command:

# mmafmconfig add mappingl --export-map js22n01/hs22n18,js22n02/hs22n19,
§s22n01/hs22n20, js22n02/hs22n21

The system displays output similar to:
mmafmconfig: Command successfully completed.
2. Issue the following command:

# mmafmconfig show

The system displays output similar to:

Map name: mappingl

Export server map: 192.168.200.11/hs22n18.gpfs.net,192.168.200.12/
hs22n19.gpfs.net,92.168.200.11/hs22n20.gpfs.net,192.168.200.12/
hs22n21.gpfs.net

3. Issue the following commands to create filesets by using mapping1:

# mmcxrfileset gpfsl swl —-p afmmode=sw,afmtaxrget=nfs://mappingl/gpfs/gpfs2/swhome --inode-
space new

# mmcrfileset gpfsl rol —-p afmmode=ro,afmtaxrget=nfs://mappingl/gpfs/gpfs2/swhome --inode-
space new

See also

e “mmafmctl command” on page 48

« “mmafmlocal command” on page 65

« “mmchconfig command” on page 161

» “mmchfileset command” on page 211

« “mmchfs command” on page 219

« “mmcrfileset command” on page 296

* “mmcrfs command” on page 303

« “mmlsconfig command” on page 472

« “mmlsfileset command” on page 478

« “mmlsfs command” on page 483

Location
Jusx/lpp/mmfs/bin
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mmafmctl command

This command is for various operations and reporting information on all filesets. It is recommended to
read the IBM Spectrum Scale: Administration Guide AFM and AFM Disaster Recovery chapters along with
this manual for detailed description of the functions.

Synopsis

To use the AFM DR functions correctly, use all commands enlisted in this chapter in accordance with the
steps described in the AFM-based DR chapter in IBM Spectrum Scale: Concepts, Planning, and Installation
Guide.

AFM read only mode is referred as RO, single writer mode is referred as SW, independent writer mode is
referred as IW, and local update mode is referred as LU in this manual.

mmafmctl Device {resync | expire | unexpire |stop |start} -j FilesetName
or

mmafmctl Device {getstate|resumeRequeued} -j FilesetName
or

mmafmctl Device flushPending [-j FilesetName [--list-file ListFile]]
[-s LocalWorkDirectoryl

or

mmafmctl Device failover -j FilesetName
--new-target NewAfmTarget [--target-only] [-s LocalWorkDirectory]

or

mmafmctl Device prefetch -j FilesetName [-s LocallWorkDirectory]
[--retry-failed-file-1list|--enable-failed-file-list]
[{--directory LocalDirectoryPath | --dir-list-file DirlListFile [--policy]}[--
nosubdirs]]
[{--1list-file ListFile|--home-list-file HomelListFile}[--policy]]
[--home-inode-file PolicylistFile]
[--home-fs-path HomeFileSystemPath]
[--metadata-only] [--gateway Node]
[--readdir-only] [--force] [--prefetch-threads nThreads]

or
mmafmctl Device failback -j FilesetName {{--start --failover-time Time} | --stop?}
[-s LocalWorkDirectory]
or
mmafmctl Device failoverToSecondary -j FilesetName [--norestore |--restore ]
or

mmafmctl Device convertToPrimary -j FilesetName
[ --afmtarget Target { --inband | --secondary-snapname SnapshotName %]
[ --check-metadata | --nocheck-metadata ] [--rpo RPO] [-s LocalWorkDirectoryl]

or

mmafmctl Device convertToSecondary -j FilesetName --primaryid PrimaryId [ --force ]
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or

mmafmctl Device changeSecondary -j FilesetName
--new-target NewAfmTarget [ --target-only |--inband ]
[-s LocallWorkDirectory]

or

mmafmctl Device replacePrimary -j FilesetName
or

mmafmctl Device failbackToPrimary -j FilesetName {--start | --stop }[ --foxce ]
or

mmafmctl Device {applyUpdates |getPrimaryId } -j FilesetName

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description

The usage of options of this command for different operations on both AFM (RO/SW/IW/LU) filesets and
AFM primary/secondary filesets are explained with examples.

File system should be mounted on all gateway nodes for mmafmctl functions to work.

Parameters

Device
Specifies the device name of the file system.

-j FilesetName
Specifies the fileset name.

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each column is
described by a header.

Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

-s LocalWorkDirectory
Specifies the temporary working directory.

1. This section describes:

mmafmctl Device {resync | expire | unexpire | stop|start} -j FilesetName

resync
This option is available only for SW cache. In case of inadvertent changes made at home of an SW
fileset, such as delete of a file or change of data in a file etc., the administrator can correct the home
by sending all contents from cache to home using this option. The limitation of this option that
renamed files at home may not be fixed by resync. Using resync requires the cache to be either in
NeedsResync or Active state.

expire | unexpire
This option is available only for RO cache to manually expire or unexpire. When an RO cache is
disconnected, the cached contents are still accessible for the user. However, the administrator can
define a timeout from home beyond which access to the cached contents becomes stale. Such an
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event would occur automatically after disconnection (when cached contents are no longer accessible)
and is called expiration; the cache is said to be expired. This option is used to manually force the
cache state to 'Expired'. To expire a fileset manually, the afmExpirationTimeout must be set on
the fileset.

When the home comes back or reconnects, the cache contents become automatically accessible
again and the cache is said to un-expire. The unexpire option is used to force cache to come out of
the 'Expired' state.

The manual expiration and un-expiration can be forced on a cache even when the homeisina
connected state. If a cache is expired manually, the same cache must be unexpired manually.

stop
Run on an AFM or AFM DR fileset to stop replication. You can use this command during maintenance
or downtime, when the I/0O activity on the filesets is stopped, or is minimal. After the fileset moves to
a 'Stopped' state, changes or modifications to the fileset are not sent to the gateway node for queuing.

start
Run on a 'Stopped' AFM or AFM DR fileset to start sending updates to the gateway node and resume
replication on the fileset.

2. This section describes:

mmafmctl Device {getstate | resumeRequeued} -j FilesetName

getstate
This option is applicable for all AFM (RO/SW/IW/LU) and AFM primary filesets. It displays the status of
the fileset in the following fields:

Fileset Name
The name of the fileset.

Fileset Target
The host server and the exported path on it.

Gateway Node
Primary gateway of the fileset. This gateway node is handling requests for this fileset.

Queue Length
Current length of the queue on the primary gateway.

Queue numExec
Number of operations played at home since the fileset is last Active.

Cache State
« Cache states applicable for all AFM RO/SW/IW/LU filesets:

Active, Inactive, Dirty, Disconnected, Stopped, Unmounted
 Cache states applicable for RO filesets:

Expired
« Cache states applicable for SW and IW filesets:

Recovery, FlushOnly, QueueOnly, Dropped, NeedsResync, FailoverInProgress
« Cache states applicable for IW filesets:

FailbackInProgress, FailbackCompleted, NeedsFailback
« Cache states applicable for AFM primary filesets:

PrimInitInProg, PrimInitFail, Active, Inactive, Dirty, Disconnected, Unmounted,
FailbackInProg, Recovery, FlushOnly, QueueOnly, Dropped, Stopped, NeedsResync

For more information about all cache states, see the AFM and AFM-based DR chapters in the IBM
Spectrum Scale: Concepts, Planning, and Installation Guide.
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resumeRequeued
This option is applicable for SW/IW and primary filesets. If there are operations in the queue that were
re-queued due to errors at home, the Administrator should correct those errors and can run this
option to retry the re-queued operations.

3. This section describes:

mmafmctl Device flushPending [-j FilesetName [--list-file ListFile]]
[-s LocallWorkDirectory]

flushPending
Flushes all point-in-time pending messages in the normal queue on the fileset to home. Requeued
messages and messages in the priority queue for the fileset are not flushed by this command.

When --1ist-file ListFile is specified, the messages pending on the files listed in the list file are
flushed to home. ListFile contains a list of files that you want to flush, one file per line. All files must
have absolute path names, specified from the fileset linked path. If the list of files has filenames with
special characters, use a policy to generate the listfile. Edit to remove all entries other than the
filenames. FlushPending is applicable for SW/IW and primary filesets.

4. This section describes:

mmafmctl Device failover -j FilesetName
--new-target NewAfmTarget [--target-only] [-s LocallWorkDirectory]

This option is applicable only for SW/IW filesets. This option pushes all the data from cache to home. It
should be used only in case home is completely lost due to a disaster and a new home is being set up.
Failover often takes a long time to complete; status can be checked by using the
afmManualResyncComplete callback or via mmafmctl getstate command.

--new-target NewAfmTarget
Specifies a new home server and path, replacing the home server and path originally set by the
afmTarget parameter of the mmcrfileset command. Specified in either of the following formats:

nfs://{Host |Map%/Target_Path
or
gpfs://[Mapl/Target_Path

where:

nfs:// or gpfs://
Specifies the transport protocol.

Host|Map

Host
Specifies the server domain name system (DNS) name or IP address.

Map
Specifies the export map name. Information about Mapping is contained in the AFM Overview
> Parallel data transfers section.

See the following examples:

1. An example of using the nfs:// protocol with a map name:

mmcrfileset fs3 singleWriter2 -p
afmtarget=nfs://<mapl>/gpfs/fsl/targetl -p afmmode=sw --inode-space new

2. An example of using the nfs:// protocol with a host name:

mmcrfileset fs3 singleWriter2 -p
afmtarget=nfs://<hostname>/gpfs/fsi/targetl -p afmmode=sw --inode-space new
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3. An example of using the gpfs:// protocol without a map name:

mmcrfileset fs3 singleWriterl -p
afmtarget=gpfs:///gpfs/thefsl/targetl -p afmmode=sw --inode-space new

Note: If you are not specifying the map name, a '/' is still needed to indicate the path.
4. An example of using the gpfs:// protocol with a map name:

mmcrfileset fs3 singleWriterl -p
afmtarget=gpfs://<map>/gpfs/thefsl/targetl -p afmmode=sw --inode-space new

Target_Path
Specifies the export path.

It is possible to change the protocol along with the target using failover. For example, a cache using an
NFS target bear110: /gpfs/gpfsA/home can be switched to a GPFS target whose remote file
system is mounted at /gpfs/fsl, and vice-versa, as follows:

mmafmctl fsO@ failover -j afm-mcl --new-target gpfs:///gpfs/fsi
mmafmctl fsO@ failover -j afm-mcl --new-target nfs://bearll0/gpfs/gpfsA/home

In the first command, /// is needed because Host is not provided.

--target-only
This option is used to change the mount path or IP address in the target path. The new NFS server
must be in the same home cluster and must have the same architecture as the existing NFS server in
the target path. This option must not be used to change the target location or protocol. You must
ensure that the new NFS server exports the same target path that has the same FSID.

5. This section describes:

mmafmctl Device prefetch -j FilesetName [-s LocalWorkDirectory]
[--retry-failed-file-list|--enable-failed-file-1list]
[ {--directory LocalDirectoryPath | --dir-list-file DirlListfile [--policy]} [--
nosubdirs]]
[{--list-file ListFile | --home-list-file HomelListFile} [--policy]]
[--home-inode-file PolicylistFile]
[--home-fs-path HomeFilesystemPath]
[--metadata-only] [--gateway Node]
[--readdir-only] [--force] [--prefetch-threads nThreads]

This option is used for pre-fetching file contents from home before the application requests for the
contents. This reduces the network delay when the application performs data transfers on file and data
that is not in cache. You can also use this option to move files over the WAN when the WAN usage is low.
These files might be the files that are accessed during high WAN usage. Thus, you can use this option for
better WAN management.

Prefetch is an asynchronous process and you can use the fileset when prefetch is in progress. You can
monitor Prefetch using the afmPxrepopEnd event. AFM can prefetch the data using the mmafmctl
prefetch command (which specifies a list of files to prefetch). Prefetch always pulls the complete file
contents from home and AFM automatically sets a file as cached when it is completely prefetched.

You can use the prefetch option to -

« populate metadata

» populate data

« view prefetch statistics

Prefetch completion can be monitored using the atmPrepopEnd event.

--retry-failed-file-list
Allows retrying prefetch of files that failed in the last prefetch operation. The list of files to retry is
obtained from .afm/.prefetchedfailed.1list under the fileset.
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Note: To use this option, you must enable generating a list of failed files. Add --enable-failed-
file-1list to the command first.

--metadata-only
Prefetches only the metadata and not the actual data. This is useful in migration scenarios. This
option requires the list of files whose metadata you want. Hence it must be combined with a list file
option.

--enable-failed-file-list
Turns on generating a list of files which failed during prefetch operation at the gateway node. The list
of files is saved as .afm/.prefetchedfailed.list under the fileset. Failures that occur during
processing are not logged in .afm/.prefetchedfailed.list. If you observe any errors during
processing (before queuing), you might need to correct the errors and rerun prefetch.

Files listed in .afm/.prefetchedfailed.list are used when prefetch is retried.

--policy
Specifies that the 1ist-file or home-1list-file is generated using a GPFS Policy by which
sequences like '\' or '\n' are escaped as '\\' and "\\n'". If this option is specified, input file list is treated
as already escaped. The sequences are unescaped first before queuing for prefetch operation.

Note: This option can be used only if you are specifying 1ist-file or home-list-file.

--directory LocalDirectoryPath
Specifies path to the local directory from which you want to prefetch files. A list of all files in this
directory and all its sub-directories is generated, and queued for prefetch.

--dir-list-file DirListfile
Specifies path to the file which contains unique entry of directories under the AFM fileset which needs
to be prefetched. This option enables to prefetch individual directories under an AFM fileset. AFM
generate a list of all files and sub-directories inside and queued for prefetch. The input file could also
be a policy generated file for which user needs to specify --policy.

You can either specify --directory or --dir-list-file option with mmafmctl prefetch.
The --policy option can be used only with --dir-1ist-file and not with --directory.

For example,
mmafmctl fs1 prefetch -j filesetl --dir-list-file /tmp/filel --policy --nosubdirs

--nosubdirs
This option restricts the recursive behavior of --dir-1ist-file and --directory and prefetch only
until the given level of directory. This option will not prefetch the sub-directories under the given
directory. This is optional parameter.

This option can only be used with - -dir-1list-file and --directory.

For example,

#mmafmctl fsl1l prefetch -j filesetl --directory /gpfs/fsl/filesetl/dirl --nosubdirs
#mmafmctl fsl1 prefetch -j filesetl --dir-list-file /tmp/filel --policy --nosubdirs
--list-file ListFile

The specified file is a file containing a list of files, and needs to be prefetched, one file per line. All files
must have fully qualified path names.

If the list of files to be prefetched have filenames with special characters then a policy must be used
to generate the listfile. Remove entries from the file other than the filenames.

An indicative list of files:

« files with fully qualified names from cache
- files with fully qualified names from home
- list of files from home generated by using policy. Do not edit.
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--home-list-file HomelistFile
Contains a list of files from the home cluster that needs to be prefetched, one file per line. All files
must have fully qualified path names. If the list of files has filenames with special characters, use a
policy to generate the 1istfile. Edit to remove all entries other than the filenames.

This command is deprecated. Use -1ist-file instead.

--home-inode-file PolicyListFile
Contains a list of files from the home cluster that needs to be prefetched in the cache. Do not edit the
file. The file is generated by using policy.

This command is deprecated. Use -1list-file instead.
--home-fs-path HomeFileSystemPath

Specifies the full path to the fileset at the home cluster and can be used along with ListFile.

You must use this option, when in the NSD protocol the mount point on the gateway nodes of the
afmTarget filesets does not match the mount point on the Home cluster.

For example, mmafmctl gpfsl prefetch -j cachel -list-file /tmp/list.allfiles --
home-fs-path /gpfs/remotefsl

In this example, the file system is mounted on the :
« home cluster at /gpfs/homefsl
« gateway nodes at /gpfs/remotefsl

--readdir-only
This option overrides the dirty flag that is set when the data is modified at the local LU cache. In the
LU mode, the dirty flag does not allow the readdir operation at the home and refreshes the directory
file entries from the home.

This option performs readdixr one last time on the directory at the home after the data migration to
the cache and the application is started on the cache data. When the application is moved to the
cache, the application creates or modifies data at the cache. The data that is modified or created
makes the directory dirty. Therefore, AFM never inquires and brings any latest changes from the
home.

During the migration process to avoid any further readdir AFM file, directory refresh intervals can be
disabled. When this option is set, no further readdir operations are allowed.

The afmReadDixOnce parameter must be set on the fileset and refresh intervals must be disabled.

For example,
# mmafmctl <fs> prefetch -j <fileset> --directory /<fileset_path>/<directory> --readdir-only

--force
Enables forcefully fetching data from the home during the migration process. This option overrides
any set restrictions and helps to fetch the data forcefully to the cache. This option must be used only
to forcefully fetch the data that was created after the migration process completion.

For example,

# mmafmctl <fs> prefetch -j <fileset> --list-file <listfile_path> --force

--gateway Node
Allows selecting the gateway node that can be used to run the prefetch operation on a fileset, which is
idle or less used. This parameter helps to distribute the prefetch work on different gateway nodes and
overrides the default gateway node, which is assigned to the fileset. This parameter also helps to run
different prefetch operations on different gateway nodes, which might belong to the same fileset or a
different fileset.

For example,

# mmafmctl <fs> prefetch -j <fileset> --list-file <listfile_path> --gateway Node2
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To check the prefetch statistics of this command on gateway Node2, issue the following command:

# mmafmctl <fs> prefetch -j <fileset> --gateway Node2

--prefetch-threads nThreads
Specifies the number of threads to be used for the prefetch operation. Valid values are 1 - 255.
Default value is 4.

For example,

# mmafmctl <fs> prefetch -j <fileset> --list-file <listfile_path> --prefetch-threads 6
If you run prefetch without providing any options, it displays statistics of the last prefetch command
that is run on the fileset.

If you run the prefetch command with data or metadata options, statistics like queued files, total files,
failed files, total data (in Bytes) is displayed as in the following example of command and system output:

{#fmmafmctl <FileSystem> prefetch -j <fileset> --enable-failed-file-list --list-
file /tmp/file-list

mmafmctl: Performing prefetching of fileset: <fileset>
Queued (Total) Failed TotalData (approx in Bytes)

0 (56324) 0 0
5 (56324) 2 1353559
56322 (56324) 2 14119335

6. This section describes:

mmafmctl Device evict -j FilesetName
[--safe-1limit SafelLimit] [--order {LRU | SIZE}]
[--log-file LogFile] [--filter Attribute=Value ...]
[--1list-file ListFile] [--file FilePath]

This option is applicable for RO/SW/IW/LU filesets. When cache space exceeds the allocated quota, data
blocks from non-dirty are automatically de-allocated with the eviction process. This option can be used
for a file that is specifically to be de-allocated based on some criteria. All options can be combined with
each other.

--safe-limit SafeLimit
This is a compulsory parameter for the manual evict option, for order and filter attributes. Specifies
target quota limit (which is used as the low water mark) for eviction in bytes; must be less than the
soft limit. This parameter can be used alone or can be combined with one of the following parameters
(order or filter attributes). Specify the parameter in bytes.

--order LRU | SIZE
Specifies the order in which files are to be chosen for eviction:

LRU
Least recently used files are to be evicted first.

SIZE
Larger-sized files are to be evicted first.

--log-file LogFile
Specifies the file where the eviction log is to be stored. The default is that no logs are generated.

--filter Attribute=Value
Specifies attributes that enable you to control how data is evicted from the cache. Valid attributes are:

FILENAME=FileName
Specifies the name of a file to be evicted from the cache. This uses an SQL-type search query. If
the same file name exists in more than one directory, it will evict all the files with that name. The
complete path to the file should not be given here.
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MINFILESIZE=Size
Sets the minimum size of a file to evict from the cache. This value is compared to the number of
blocks allocated to a file (KB_ALLOCATED), which may differ slightly from the file size.

MAXFILESIZE=Size
Sets the maximum size of a file to evict from the cache. This value is compared to the number of
blocks allocated to a file (KB_ALLOCATED), which may differ slightly from the file size.

--list-file ListFile
Contains a list of files that you want to evict, one file per line. All files must have fully qualified path
names. File system quotas need not be specified. If the list of files has file names with special
characters, use a policy to generate the 1istfile. Edit to remove all entries other than the file
names.

--file FilePath
The fully qualified name of the file that needs to be evicted. File system quotas need not be specified.

Possible combinations of safelimit, order, and filter are:

only Safe limit

Safe limit + LRU

Safe limit + SIZE

Safe limit + FILENAME

Safe limit + MINFILESIZE

Safe limit + MAXFILESIZE

Safe limit + LRU + FILENAME
Safe limit + LRU + MINFILESIZE
Safe limit + LRU + MAXFILESIZE
Safe limit + SIZE + FILENAME
Safe limit + SIZE + MINFILESIZE
Safe limit + SIZE + MAXFILESIZE

7. This section describes:

mmafmctl Device failback -j FilesetName {{--start --failover-time Time} | --stop?}

[-s LocallWorkDirectory]

failback s applicable only for IW filesets.

failback --start --failover-time Time
Specifies the point in time at the home cluster, from which the independent-writer cache taking over
as writer should sync up. The failover Time can be specified in date command format with time zones.
It will use the cluster's time-zone and year by default.

failback --stop
An option to be run after the failback process is complete and the fileset moves to
FailbackCompleted state. This option will move the fileset to Active state.

8. This section describes:

mmafmctl Device failoverToSecondary -j FilesetName [--norestore |--restore ]

This is to be run on a secondary fileset.

When primary experiences a disaster, all applications will need to be moved to the secondary to ensure
business continuity. The secondary must be first converted to an acting primary using this option.

There is a choice of restoring the latest snapshot data on the secondary during the failover process or
leave the data as is using the - -noxrestoxre option. Once this is complete, the secondary becomes ready
to host applications.
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--norestore
Specifies that restoring from the latest RPO snapshot is not required. This is the default setting.

--restore
Specifies that data must be restored from the latest RPO snapshot.

9. This section describes:
mmafmctl Device convertToPrimary -j FilesetName

[ --afmtarget Target { --inband | --secondary-snapname SnapshotName %]
[ --check-metadata | --nocheck-metadata ] [--rpo RPO] [-s LocalWorkDirectoryl]

This is to be run on a GPFS fileset or SW/IW fileset which is intended to be converted to primary.

--afmtargetTarget
Specifies the secondary that needs to be configured for this primary. Need not be used for AFM
filesets as target would already have been defined.

--inband
Used for inband trucking. Inband trucking copies data from the primary site to an empty secondary
site during conversion of GPFS filesets to AFM DR primary filesets. If you have already copied data to
the secondary site, AFM checks mtime of files at the primary and secondary site. Here, granularity of
mtime is in microseconds. If mtime values of both files match, data is not copied again and existing
data on the secondary site is used. If mtime values of both files do not match, existing data on the
secondary site is discarded and data from the primary site is written to the secondary site.

--check-metadata
This is the default option. Checks if the disallowed types (like immutable/append-only files) are
present in the GPFS fileset on the primary site before the conversion. Conversion with this option fails
if such files exist.

For SW/IW filesets, presence of orphans and incomplete directories are also checked. SW/IW filesets
should have established contact with at least once home for this option to succeed.

--nocheck-metadata
Used if one needs to proceed with conversion without checking for appendonly/immutable files.

--secondary-snapname SnapshotName
Used while establishing a new primary for an existing secondary or acting primary during failback.

-=-rpo RPO
Specifies the RPO interval in minutes for this primary fileset. Disabled by default.

10. This section describes:

mmafmctl Device convertToSecondary -j FilesetName --primaryid PrimaryId [ --force ]

This is to be run on a GPFS fileset on the secondary site. This converts a GPFS independent fileset to a
secondary and sets the primary ID.

--primaryid PrimaryId
Specifies the unique identifier of the AFM-DR primary fileset which needs to be set at AFM-DR
Secondary fileset to initiate a relationship. You can obtain this fileset identifier by running the
mmlsfileset command using the --afmand -L options.

For example,

#mmlsfileset <FileSystem> <AFM DR Fileset> -L --afm |grep 'Primary Id'

--force
If convertToSecondary failed or got interrupted, it will not create afmctl file at the secondary. The
command should be rerun with the - -force option.

11. This section describes:

mmafmctl Device changeSecondary -j FilesetName
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--new-target NewAfmTarget [ --target-only |--inband ]
[-s LocallWorkDirectory]

This is to be run on a primary fileset only.
A disaster at the secondary can take place due to which secondary is not available.

Run this command on the primary when a secondary fails and this primary needs to be connected with a
new secondary. On the new secondary site a new GPFS independent fileset has to be created. Data on the
primary can be copied to the new GPFS fileset that was created with this command using other means
such as ftp, scp. Alternatively it can be decided that data will be trucked using the relationship.

--new-target NewAfmTarget
Used to mention the new secondary.

--inband
Used for inband trucking. Copies data to a new empty secondary. If you have already copied data to
the secondary site, mtime of files at the primary and secondary site is checked. Here, granularity of
mtime is in microseconds. If mtime values of both files match, data is not copied again and existing
data on the secondary site is used. If mtime values of both files do not match, existing data on the
secondary site is discarded and data from the primary site is written to the secondary site.

--target-only

Used when you want to change the IP address or NFS server name for the same target path. The new
NFS server must be in the same home cluster and must be of the same architecture(power or x86) as
the existing NFS server in the target path. This option can be used to move from NFS to a mapping
target.

12. This section describes:

mmafmctl Device replacePrimary -j FilesetName

This is used on an acting primary only. This creates a latest snapshot of the acting primary. This command
deletes any old RPO snhapshots on the acting primary and creates a new initial RPO snapshot psnap0.

This RPO snapshot is used in the setup of the new primary.

13. This section describes:

mmafmctl Device failbackToPrimary -j FilesetName {--start | --stop}t [--force]

This is to be run on an old primary that came back after the disaster, or on a new primary that is to be
configured after an old primary went down with a disaster. The new primary should have been converted
from GPFS to primary using convertToPrimary option.

--start
Restores the primary to the contents from the last RPO on the primary before the disaster. This option
will put the primary in read-only mode to avoid accidental corruption until the failback process is
completed. In case of new primary that is setup using convertToPrimazry, the failback --start
does no change.

--stop
Used to complete the Failback process. This will put the fileset in read-write mode. The primary is
now ready for starting applications.

--force
Used if --stop or - -start does not complete successfully due to any errors, and not allow
failbackToPrimaxry to stop or start again.

14. This section describes:

mmafmctl Device {applyUpdates |getPrimaryId } -j FilesetName

Both options are intended for the primary fileset.
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applyUpdates
Run this on the primary after running the failback --startcommand. All the differences can be
brought over in one go or through multiple iterations. For minimizing application downtime, this
command can be run multiple times to bring the primary's contents in sync with the acting primary.
When the contents are as close as possible or minimal, applications should take a downtime and then
this command should be run one last time.

Itis possible that applyUpdates fails with an error during instances when the acting primary is
overloaded. In such cases, the command must be run again.

getPrimaryID
Used to get primary ID of a primary fileset.

Exit status

0
Successful completion.

nonzero
A failure occurred.

Security
You must have root authority to run the mmafmctl command.

The node on which the command is issued must be able to run remote shell commands on any other node
in the cluster without the use of a password and without producing any extraneous messages. For more
information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum Scale:

Administration Guide.

Examples

1. Running resync on SW:

# mmafmctl f£s1 resync -j swl
mmafmctl: Performing resync of fileset: swl

# mmafmctl fsl getstate -j swl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

swil nfs://c26c3apv2/gpfs/homefsl/newdirl Dirty c26c2apvl 4067 10844

2. Expiring a RO fileset:

# mmafmctl fsl expire -j rol

# mmafmctl fsl getstate -j rol
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

rol gpfs:///gpfs/remotefsl/dirl Expired c26cdapvl 0] 4

3. Unexpiring a RO fileset:

# mmafmctl fsl unexpire -j rol

# mmafmctl fsl getstate -j rol
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

rol gpfs:///gpfs/remotefsl/dirl Active c26cdapvl 0] 4

4. Run flushPending on SW fileset:

// Populate the fileset with data

# mmafmctl fsl getstate -j swl
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Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

swil gpfs:///gpfs/remotefsl/dirl Dirty c26c2apvl 5671 293

Get the list of files newly created using policy:
RULE EXTERNAL LIST 'L' RULE 'List' LIST 'L' WHERE PATH_NAME LIKE '%'

# mmapplypolicy /gpfs/fsl/swl/migrateDir.popFSDir.22655 -P pl -f pl.res -L 1 -N mount -I defer
Policy created this file, this should be hand-edited to retain only the names:

11012030 65537 0 -- /gpfs/fsl/swl/migrateDir.popFSDir.22655/file_with_posix_acll

11012032 65537 0 -- /gpfs/fsl/swl/migrateDir.popFSDir.22655/populateFS.log

11012033 65537 0 --
/gpfs/fsl/swl/migrateDir.popFSDir.22655/sparse_file_0_with_0_levels_indirection

# cat pl.res.list | awk '{print $5%' > /1file

# mmafmctl fs1 flushPending -j swl --list-file=/1file

5. Failover of SW to a new home:

# mmafmctl fsl getstate -j swl

Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec
swl gpfs:///gpfs/remotefsl/dirl Dirty c26c2apvl 785 5179
At home -

# mmcrfileset homefsl newdirl --inode-space=new
Fileset newdirl created with id 219 root inode 52953091.

# mmlinkfileset homefsl newdirl -J /gpfs/homefsl/newdirl
Fileset newdirl linked at /gpfs/homefsl/newdirl

# mmafmconfig enable /gpfs/homefsl/newdirl

At cache -

# mmafmctl fs1 failover -j swl --new-target=c26c3apvl:/gpfs/homefsl/newdirl
mmafmctl: Performing failover to nfs://c26c3apvl/gpfs/homefsl/newdirl
Fileset swl changed.

mmafmctl: Failover in progress. This may take while...

Check fileset state or register for callback to know the completion status.

Callback registered, logged into mmfs.log:
Thu May 21 03:06:18.303 2015: [I] Calling User Exit Script callback7: event
afmManualResyncComplete, Async command recovery.sh

# mmafmctl fsl getstate -j swil
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

swl nfs://c26c3apvl/gpfs/homefsl/newdirl Active c26c2apvl 0 5250

6. Changing target of SW fileset:

Changing to another NFS server in the same home cluster using --target-only option:
# mmafmctl fsl1 failover -j swl --new-target=c26c3apv2:/gpfs/homefsl/newdirl --target-only

mmafmctl: Performing failover to nfs://c26c3apv2/gpfs/homefsl/newdirl
Fileset swl changed.

# mmafmctl fsl getstate -j swl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

swl nfs://c26c3apv2/gpfs/homefsl/newdirl Active c26c2apvl 0 5005

7. Metadata population using prefetch:

# mmafmctl fs1 getstate -j ro
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Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

ro nfs://c26c3apvl/gpfs/homefsl/dir3 Active c26c2apv2 0] 7
List Policy:
RULE EXTERNAL LIST 'List' RULE 'List' LIST 'List' WHERE PATH_NAME LIKE '%'

Run the policy at home:
mmapplypolicy /gpfs/homefsl/dir3 -P px -f px.res -L 1 -N mount -I defer

Policy created this file, this should be hand-edited to retain only file names.

This file can be used at the cache to populate metadata.

# mmafmctl fsl1 prefetch -j ro --metadata-only -list-file=px.res.list.List
mmafmctl: Performing prefetching of fileset: ro
Queued (Total) Failed TotalData
(approx in Bytes)
0

0 (2) 0
100 (116) 5 1368093971
116 (116) 5 1368093971

prefetch successfully queued at the gateway

Prefetch end can be monitored using this event:
Thu May 21 06:49:34.748 2015: [I] Calling User Exit Script prepop: event afmPrepopEnd,
Async command prepop.sh.

The statistics of the last prefetch command is viewed by:

# mmafmctl fsl prefetch -j ro
Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read (Total) Async Read (Data
in Bytes)

8. Prefetch of data using --home-list-file option:

# cat /1lfilel
/gpfs/homefsl/dir3/filel
/gpfs/homefsl/dir3/dirl/filel

# mmafmctl fsl prefetch -j ro --home-list-file=/1filel
mmafmctl: Performing prefetching of fileset: ro

Queued (Total) Failed TotalData

(approx in Bytes)
0

0 (2) 0
100 (116) 5 1368093971
116 (116) 5 1368093971

prefetch successfully queued at the gateway

# mmafmctl fsl1 prefetch -j ro
Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read (Total) Async Read (Data
in Bytes)

ro 0 0 0 2 122880

9. Prefetch of data using - -home-inode-file option:

Inode file is created using the above policy at home, and should be used as such without
hand-editing.

List Policy:
RULE EXTERNAL LIST 'List' RULE 'List' LIST 'List' WHERE PATH_NAME LIKE '%'

Chapter 1. Command reference 61



mmafmctl

Run the policy at home:
# mmapplypolicy /gpfs/homefsl/dir3 -P px -f px.res -L 1 -N mount -I defer

# cat /1file2
113289 65538 0 -- /gpfs/homefsl/dir3/file2
113292 65538 0 -- /gpfs/homefsl/dir3/dirl/file2

# mmafmctl fsl1 prefetch -j ro2 --home-inode-file=/1file2
mmafmctl: Performing prefetching of fileset: ro2
Queued (Total) Failed TotalData
(approx in Bytes)
0 (2) 0 0
2 (2) 0 122880

prefetch successfully queued at the gateway

mmafmctl fsl1 prefetch -j ro
Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read (Total) Async Read (Data
in Bytes)

10. Using - -home-fs-path option for a target with NSD protocol:

# mmafmctl fsl getstate -j ro2
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

ro2 gpfs:///gpfs/remotefsl/dir3 Active c26cdapvl 0] 7

# cat /1file2
113289 65538 0 -- /gpfs/homefsl/dir3/file2
113292 65538 0 -- /gpfs/homefsl/dir3/dirl/file2

# mmafmctl fsl prefetch -j ro2 --home-inode-file=/1file2 --home-fs-path=/gpfs/homefsl/dir3
mmafmctl: Performing prefetching of fileset: ro2
Queued (Total) Failed TotalData
approx in Bytes)
0 (2) 0 0
2 (2) 0 122880

prefetch successfully queued at the gateway

# mmafmctl f£sl1 prefetch -j ro2
Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read (Total)
Async Read (Data in Bytes)

11. Manually evicting using safe-limit and filename parameters:
# 1s -lis /gpfs/fsl/ro2/filelOM_1
12605961 10240 -rw-r--r-- 1 root root 10485760 May 21 07:44 /gpfs/fsl/ro2/filelOM_1
# mmafmctl fs1 evict -j ro2 --safe-limit=1 --filter FILENAME=filelOM_1

# 1s -lis /gpfs/fsl/ro2/filelOM_1
12605961 O -rw-r--r-- 1 root root 10485760 May 21 07:44 /gpfs/fsl/ro2/filelOM_1

12. IW Failback:

# mmafmctl fs1 getstate -j iwl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

62 IBM Spectrum Scale 5.0.5: Command and Programming Reference



mmafmctl

iwl nfs://c26c3apvl/gpfs/homefsl/dir3 Active c25m4n03 0 8

# touch file3 file4d

# mmafmctl fsl getstate -j iwl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

iwl nfs://c26c3apvl/gpfs/homefsl/dir3 Dirty c25m4n03 2 11

Unlink IW fileset feigning failure:
# mmunlinkfileset fs1 iwl -f
Fileset iwl unlinked.

Write from IW home, assuming applications failed over to home:
Thu May 21 08:20:41 4]dir3# touch file5 fileé

Relink IW back on the cache cluster, assuming it came back up:
# mmlinkfileset fs1 iwl -J /gpfs/fsl/iwl

Fileset iwl linked at /gpfs/fsl/iwl

Run failback on IW:
# mmafmctl fs1 failback -j iwl --start --failover-time='May 21 08:20:41'

# mmafmctl fsl1 getstate -j iwl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

iwl nfs://c26c3apvl/gpfs/homefsl/dir3 FailbackInProg c25m4n03 0 0
# mmafmctl fsl1 failback -j iwl -stop

# mmafmctl fsl getstate -j iwl
Fileset Name Fileset Target Cache State Gateway Node Queue Length Queue numExec

iwl nfs://c26c3apvl/gpfs/homefsl/dir3 Active c25m4n03 0] 3
13. Manual evict using the --list-file option:

# 1s -1lshi /gpfs/fsl/evictCache

total 6.0M

27858308 1.0M -rw-r--r--. 1 Toot root 1.0M Feb 5 02:07 fileiM
27858307 2.0M -rw-r--r--. 1 Toot root 2.0M Feb 5 02:07 file2M
27858306 3.0M -rw-r--r--. 1 ToOot root 3.0M Feb 5 02:07 file3M

# echo "RULE EXTERNAL LIST 'HomePREPDAEMON' RULE 'ListlargeFiles'
LIST 'HomePREPDAEMON' WHERE PATH_NAME LIKE '%'" > /tmp/evictionPolicy.pol

# mmapplypolicy /gpfs/fsl/evictCache -I defer -P /tmp/evictionPolicy.pol
-f /tmp/evictionList

#fEdited list of files to be evicted
[root@c21f2n08 ~]# cat /tmp/evictionlList.list.HomePREPDAEMON
27858306 605742886 0 -- /gpfs/fsl/evictCache/file3M

# mmafmctl fsl1 evict -j evictCache --list-file /tmp/evictionList.list.HomePREPDAEMON

# 1ls -1shi /gpfs/fsl/evictCache

total 3.0M

27858308 1.0M -rw-r--r--. 1 Toot root 1.0M Feb 5 02:07 fileilM
27858307 2.0M -rw-r--I--. 1 ToOt TrOOt 2.0M Feb 5 02:07 file2M
27858306 O -rw-r--r--. 1 root root 3.0M Feb 5 02:07 file3M

14. Manual evict using the --file option:

# 1ls -1shi /gpfs/fsl/evictCache

total 3.0M

27858308 1.0M -rw-r--r--. 1 ToOot root 1.0M Feb 5 02:07 fileilM
27858307 2.0M -rw-r--r--. 1 root root 2.0M Feb 5 02:07 file2M
27858306 Q0 -rw-r--r--. 1 root root 3.0M Feb 5 02:07 file3M

# mmafmctl fs1 evict -j evictCache --file /gpfs/fsl/evictCache/filelM

# 1ls -1shi /gpfs/fsl/evictCache

total 0

27858308 O -rw-r--r--. 1 root root 1.0M Feb 5 02:07 filelM
27858307 O -rw-r--r--. 1 root root 2.0M Feb 5 02:07 file2M
27858306 O -rw-r--r--. 1 root root 3.0M Feb 5 02:07 file3M
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See also

« “mmafmconfig command” on page 45

« “mmafmlocal command” on page 65

e “mmchattr command” on page 149

« “mmchconfig command” on page 161

» “mmchfileset command” on page 211

* “mmchfs command” on page 219

« “mmcrfileset command” on page 296

« “mmcrfs command” on page 303

» “mmlsconfig command” on page 472

« “mmlsfileset command” on page 478

« “mmlsfs command” on page 483

« “mmpsnap command” on page 594

See the AFM and AFM-based DR chapters in IBM Spectrum Scale: Concepts, Planning, and Installation
Guide for details.

Location
Just/lpp/mmfs/bin
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mmafmlocal command

Provides a list of cached files and file statistics such as inode number, allocated blocks, and so on.

Synopsis
mmafmlocal 1s [FileName ...]
or

mmafmlocal stat FileName ...

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description

The mmafmlocal command provides information about files that exist in the cache.

Parameters
ls
Lists files with data that is in the cache already. This parameter is valid for fully-cached files only.
FileName
Specifies the name of a file to be listed.
stat

Displays statistics for files. If the file is not cached already, the number of allocated blocks is zero.
This parameter is valid for partially-cached and fully-cached files.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmafmlocal command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples
1. To list information of all the cached files in a fileset:
mmafmlocal 1s
The system displays information similar to:

total 10240
-Twxrwxrwx 1 root root 10485760 May 24 09:20 filel
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2. To list information of a specific cached file in a fileset:
mmafmlocal 1s file2
The system displays information similar to:
-rwxrwxrwx 1 root root 10485760 May 24 09:20 file2
3. To list the file statistics:
mmafmlocal stat file2

The system displays information similar to:

File: file2
Inode number: 1582477
Device ID: Ox2C (44)
Size: 10485760
Blocks: 20480
Block size: 262144
Links: 1
Uid: 0 (root)
Gid: 0 (root)
Mode: 0100777

Access time: 1464281093 (Thu May 26 16:44:53 2016 UTC)
Modify time: 1464096038 (Tue May 24 13:20:38 2016 UTC)
Change time: 1464096038 (Tue May 24 13:20:38 2016 UTC)

See also

« “mmafmconfig command” on page 45

e “mmafmctl command” on page 48

e “mmchattr command” on page 149

» “mmchconfig command” on page 161

» “mmchfileset command” on page 211

« “mmchfs command” on page 219

« “mmcrfileset command” on page 296

« “mmcrfs command” on page 303

« “mmlsconfig command” on page 472

« “mmlsfileset command” on page 478

« “mmlsfs command” on page 483

« “mmpsnap command” on page 594

Location
Jusr/lpp/mmfs/bin
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mmapplypolicy command

Deletes files, migrates files between storage pools, or does file compression or decompression in a file
system as directed by policy rules.

Synopsis

mmapplypolicy {Devicel|Directoryt
[-A IscanBuckets] [-a IscanThreads] [-B MaxFiles]
[-D yyyy-mm-dd[@hh:mm[:ss]]] [-e] [-f FilelListPrefix]
[-g GlobalWorkDirectory] [-I {yes|defer|test|preparet]
[-1i InputFileList] [-L n] [-M name=value...] [-m ThreadLevel]
[-N {all | mount | Node[,Node...] | NodeFile | NodeClasst]
[-n DirThreadLevel] [-P PolicyFile]l [-q] [-r FileListPathname...]
[-S SnapshotName] [-s LocallWorkDirectory]
[--choice-algorithm {best | exact | fasti]
[--maxdepth MaxDirectoryDepth]
[--max-merge-files MaxFiles] [--max-sort-bytes MaxBytes]
[--other-sort-options SortOptions] [--qos QosClass]
[--scope {filesystem | fileset | inodespace}]
[--single-instance] [--sort-buffer-size Size]
[--sort-command SortCommand] [--split-filelists-by-weight]
[--split-margin n.n]

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description
You can use the mmapplypolicy command to apply rules that manage the following types of tasks:

« Migration and replication of file data to and from storage pools.
- Deleting files.

« File compression or decompression. For more information, see the topic File compression in the IBM
Spectrum Scale: Administration Guide.

For more information about policy rules, see the topic Policies for automating file management in the IBM
Spectrum Scale: Administration Guide.

Remember: When there are many millions of files to scan and process, the mmapplypolicy command
can be very demanding of memory, CPU, I/0, and storage resources. Among the many options, consider
specifying values for =N, =g, -s, =a, -m, --soxrt-buffer-size, and - -qos to control the resource
usage of mmapplypolicy.

You can run the mmapplypolicy command from any node in the cluster that has mounted the file
system.

The mmapplypolicy command does not affect placement rules (for example, the SET POOL and
RESTORE rule) that are installed for a file system by the mmchpolicy command. To display the currently
installed rules, issue the mmlspolicy command.

A given file can match more than one list rule, but will be included in a given list only once. ListName
provides the binding to an EXTERNAL LIST rule that specifies the executable program to use when
processing the generated list.

The EXTERNAL POOL rule defines an external storage pool. This rule does not match files, but serves to
define the binding between the policy language and the external storage manager that implements the
external storage.

Any given file is a potential candidate for at most one MIGRATE or DELETE operation during one
invocation of the mmapplypolicy command. That same file may also match the first applicable LIST
rule.
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A file that matches an EXCLUDE rule is not subject to any subsequent MIGRATE, DELETE, or LIST rules.
You should carefully consider the order of rules within a policy to avoid unintended consequences.

For detailed information on GPFS policies, see the IBM Spectrum Scale: Administration Guide.

This command cannot be run from a Windows node. The GPFS API, documented functions in gpfs.h are
not implemented on Windows, however the policy language does support the Windows file attributes, so
you can manage your GPFS Windows files using the mmapplypolicy command running on an AIX or
Linux node.

Note: To terminate mmapplypolicy, use the kill command to send a SIGTERM signal to the process
group running mmapplypolicy.

For example, on Linux if you wanted to terminate mmapplypolicy on a process group whose ID is 3813,
you would enter the following:

kill -s SIGTERM -- -3813

If you need to determine which process group is running mmapplypolicy, you can use the following
command (which also tells you which process groups are running tsapolicy and mmhelp-apolicy):

mmdsh -N all ps auxw | grep policy

The system displays output similar to the following:

root 31666 0.0 0.0 84604 2328 ? Sl 07:29 0:00 /usr/lpp/mmfs/bin/mmhelp-apolicy na -X
10.222.4.12 -s /tmp -Y -x 36845 -m 24 -n 24 -a 2 -L 1 -d 00 -z 15
root 3813 0.3 0.1 68144 4792 pts/1 S 07:29 0:00 /bin/ksh /usx/lpp/mmfs/bin/mmapplypolicy
/mak/millions -P /ghome/makaplan/policies/1p.policy -N all
root 3847 127 0.1 455228 5808 pts/1 S1 07:29 0:38 /usr/lpp/mmfs/bin/tsapolicy /mak/
millions
-P /ghome/makaplan/policies/1p.policy -I yes -L 1 -X 10.222.4.12 -N all
root 3850 0.0 0.0 84832 1620 pts/1 S1 07:29 0:00 /usr/lpp/mmfs/bin/tsapolicy /mak/
millions
-P /ghome/makaplan/policies/1p.policy -I yes -L 1 -X 10.222.4.12 -N all
root 3891 0.0 0.0 61156 768 pts/2 S+ 07:29 0:00 grep policy
Parameters
Device
Specifies the device name of the file system from which files will have the policy rules applied. File
system names need not be fully-qualified. £s0 is just as acceptable as /dev/£s0. If specified, this
must be the first parameter.
Directory

Specifies the fully-qualified path name of a GPFS file system subtree from which files will have the
policy rules applied. If specified, this must be the first parameter.

-A IscanBuckets
Specifies the number of buckets of inode numbers (number of inode/filelists) to be created by the
parallel directory scan and processed by the parallel inode scan. Affects the execution of the high-
performance protocol that is used when both -g and -N are specified.

Tip: Set this parameter to the expected number of files to be scanned divided by one million. Then
each bucket will have about one million files.

-a IscanThreads
Specifies the number of threads and sort pipelines each node will run during the parallel inode scan
and policy evaluation. It affects the execution of the high-performance protocol that is used when
both -g and -N are specified. The default is 2. Using a moderately larger number can significantly
improve performance, but might "strain" the resources of the node. In some environments a large
value for this parameter can lead to a command failure.

Tip: Set this parameter to the number of CPU "cores" implemented on a typical node in your GPFS
cluster.
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-B MaxFiles

Specifies how many files are passed for each invocation of the EXEC script. The default value is 100.

If the number of files exceeds the value specified for MaxFiles, nmapplypolicy invokes the external
program multiple times.

For more information about file list records, refer to the IBM Spectrum Scale: Administration Guide.

=D yyyy-mm-dd[@hh:mm|[:ss]]

-e

Specifies a date and optionally a (UTC) time as year-month-day at hour:minute:second.

The mmapplypolicy command evaluates policy rules as if it were running on the date and time
specified by the -D flag. This can be useful for planning or testing policies, to see how the
mmapplypolicy command would act in the future. If this flag is omitted, the mmapplypolicy
command uses the current date and (UTC) time. If a date is specified but not a time, the time is
assumed to be 00:00:00.

Causes mmapplypolicy to re-evaluate and revalidate the following conditions immediately before
executing the policy action for each chosen file:

« That the PATH_NAME still leads to the chosen file, and that the INODE and GENERATION values are
the same.

« That the rule (iRule) still applies to, and is a first matching rule for, the chosen file.

Note: The -e option is particularly useful with -, but can be used apart from it. It is useful because in
the time that elapses after the policy evaluation and up to the policy execution, it is possible that the
chosen pathname no longer refers to the same inode (for example the original file was removed or
renamed), or that some of the attributes of the chosen file have changed in some way so that the
chosen file no longer satisfies the conditions of the rule. In general, the longer the elapsed time, the
more likely it is that conditions have changed (depending on how the file system is being used). For
example, if files are only written once and never renamed or erased, except by policy rules that call for
deletion after an expiration interval, then it is probably not necessary to re-evaluate with the -e
option.

For more information about -x, see IBM Spectrum Scale: Administration Guide.

-f FileListPrefix

Specifies the location (a path name or file name prefix or directory) in which the file lists for external
pool and list operations are stored when either the -I defer or -I prepare option is chosen. The
default location is LocalWorkDirectory/mmapplypolicy .processid.

-g GlobalWorkDirectory

Specifies a global work directory in which one or more nodes can store temporary files during
mmapplypolicy command processing. For more information about specifying more than one node to
process the command, see the description of the -N option. For more information about temporary
files, see the description of the -s option.

The global directory can be in the file system that mmapplypolicy is processing or in another file
system. The file system must be a shared file system, and it must be mounted and available for
reading and writing by every node that will participate in the mmapplypolicy command processing.

If the - g option is not specified, then the global work directory is the directory that is specified by the
sharedTmpDir attribute of the mmchconfig command. For more information, see “mmchconfig
command” on page 161. If the sharedTmpDir attribute is not set to a value, then the global work
directory depends on the file system format version of the target file system:

« If the target file system is at file system format version 5.0.1 or later (file system format number
19.01 or later), then the global work directory is the directory .mmSharedTmpDir at the root level
of the target file system.

- If the target file system is at a file system format version that is earlier than 5.0.1 then the command
does not use a global work directory.
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If the global work directory that is specified by -g option or by the sharedTmpDir attribute begins
with a forward slash (/) then it is treated as an absolute path. Otherwise it is treated as a path that is
relative to the mount point of the file system.

If both the - g option and the -s option are specified, then temporary files can be stored in both the
specified directories. In general, the local work directory contains temporary files that are written and
read by a single node. The global work directory contains temporary files that are written and read by
more than one node.

Note: The mmapplypolicy command uses high-performance, fault-tolerant protocols in its
processing whenever both of the following conditions are true:

« The command is configured to run on multiple nodes.
« The command is configured to use a global work directory.

If the target file system is at file system format version 5.0.1 or later, then the command always uses
high-performance, fault-tolerant protocols. The reason is that in this situation the command provides
default values for running on multiple nodes (the node class managerNodes) and for sharing a global
directory (.mmSharedTmpDix) if no explicit parameters are specified. For more information, see the
following descriptions:

« The command runs on multiple nodes if any of the following circumstances are true:

— The -N option on the command line specifies a set of helper nodes to run parallel instances of the
policy code.

— The defaultHelperNodes attribute of the mmchconfig command is set. This attribute
specifies a list of helper nodes to be employed if the -N option is not specified.

— The target file system is at file system format version 5.0.1 or later (file system format number
19.01 or later). If neither the -N option nor the defaultHelperNodes attribute is set, the
members of the node class managerNodes are the helper nodes.

« The command uses a global work directory if any of the following circumstances are true:

— The -g option on the command line specifies a global work directory.

— The sharedTmpDir attribute of the mmchconfig command is set. This attribute specifies a
global work directory to be used if the - g option is not specified.

— The target file system is at file system format version 5.0.1 or later (file system format number
19.01 or later). If neither the -g option nor the sharedTmpDir attribute is set, the
directory .mmSharedTmpDir at the root level of the target file system is the global work
directory.

-I {yes | defer | test | prepare}
Specifies what actions the mmapplypolicy command performs on files:

yes
Indicates that all applicable policy rules are run, and the data movement between pools is done
during the processing of the mmapplypolicy command. All defined external lists will be
executed. This is the default action.

defer
Indicates that all applicable policy rules are run, but actual data movement between pools is
deferred until the next mmrestripefs or mmrestripefile command. See also “-f
FileListPrefix” on page 69.

test
Indicates that all policy rules are evaluated, but the mmapplypolicy command only displays the
actions that would be performed had -1 deferor -1 yes been specified. There is no actual
deletion of files or data movement between pools. This option is intended for testing the effects of
particular policy rules.

prepare
Indicates that all policy execution is deferred and that mmapplypolicy only prepares file lists
that are suitable for execution with the —x option. Records are written for each of the chosen files
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and are stored in one or more file lists, under a path name that is specified by the - option or in
the default local work directory. The actual data movement occurs when the command is rerun
with the -r option.

-i InputFileList
Specifies the path name for a user-provided input file list. This file list enables you to specify multiple

starter directories or files. It can be in either of the following formats:

simple format file list
A list of records with the following format:

PATH_NAME

Each record represents either a single file or a directory. When a directory is specified, the
command processes the entire subtree that is rooted at the specified path name

File names can contain spaces and special characters; however, the special characters '\' and '\n'
must be escaped with the '\' character similarly to the way mmapplypolicy writes path names in
file lists for external pool and list operations.

The end-of-record character must be \n.

Example:

/mak/ea
/mak/old news
/mak/special\\stuff

/usr/lpp/mmfs/samples/ilm/mmglobexpf.sample is an example of a script that can be
used to generate simple format file lists.

expert format file list
A list of records with the following format:

INODE :GENERATION:path-length!PATH_NAME end-of-record-character

Each record represents exactly one file.

The INODE and GENERATION values must be specified in hexadecimal format (%11x). If you do
not know the generation number or inode number, specify @ and GPFS will look it up for you.

The path-length value must be specified in decimal format (%d). The path-length value is followed
by the delimiter !.

The end-of-record character must be \n or \0.

Example (the end-of-record characters are invisible):

00009200:0:8!d14/£681
00009a01:1002:8!d14/£682

When you use an expert format file list, the directory scan phase is skipped and only the files that
are specified with the InputFileList parameter are tested against the policy rules.
For more information, see the IBM Spectrum Scale: Administration Guide.

With either format, if a path name is not fully qualified, it is assumed to be relative to one of the
following:

« the Directory parameter on the mmapplypolicy command invocation
Or
- the mount point of the GPFS file system, if Device is specified as the first argument

-Ln
Controls the level of information displayed by the mmapplypolicy command. Larger values indicate
the display of more detailed information. These terms are used:
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candidate file
A file that matches a MIGRATE, DELETE, or LIST policy rule.

chosen file
A candidate file that has been scheduled for action.

These are the valid values for n:

0
Displays only serious errors.
1
Displays some information as the command runs, but not for each file. This is the default.
2
Displays each chosen file and the scheduled migration or deletion action.
3
Displays the same information as 2, plus each candidate file and the applicable rule.
4
Displays the same information as 3, plus each explicitly EXCLUDEed or LISTed file, and the
applicable rule.
5
Displays the same information as 4, plus the attributes of candidate and EXCLUDEed or LISTed
files.
6

Displays the same information as 5, plus non-candidate files and their attributes.

For examples and more information on this flag, see the section: The mmapplypolicy -L command in
the IBM Spectrum Scale: Problem Determination Guide.

-M name=value...
Indicates a string substitution that will be made in the text of the policy rules before the rules are
interpreted. This allows the administrator to reuse a single policy rule file for incremental backups
without editing the file for each backup.

-m ThreadLevel
The number of threads that are created and dispatched within each mmapplypolicy process during
the policy execution phase. The default value is 24.

-N {all | mount | Nodel,Node...] | NodeFile | NodeClass}
Specifies a set of nodes to run parallel instances of policy code for better performance. The nodes
must be in the same cluster as the node from which the mmapplypolicy command is issued. All
node classes are supported. For more information about these options, see Specifying nodes as input
to GPFS commands in the IBM Spectrum Scale: Administration Guide.

If the -N option is not specified, then the command runs parallel instances of the policy code on the
nodes that are specified by the defaultHelperNodes attribute of the mmchconfig command. For
more information, see the topic “mmchconfig command” on page 161. If the defaultHelperNodes
attribute is not set, then the list of helper nodes depends on the file system format version of the
target file system. If the target file system is at file system format version 5.0.1 or later (file system
format number 19.01 or later), then the helper nodes are the members of the node class
managexrNodes. Otherwise, the command runs only on the node where the mmapplypolicy
command is issued.

-n DirThreadLevel...
The number of threads that will be created and dispatched within each mmapplypolicy process
during the directory scan phase. The default is 24.

-P PolicyFile
Specifies the name of the file containing the policy rules to be applied. If not specified, the policy rules
currently in effect for the file system are used. Use the mmlspolicy command to display the current
policy rules.
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When specified, mmapplypolicy dispatches bunches of files from the file lists specified by the -r
option in a round-robin fashion, so that the multithreaded (-m) and node parallel (-N) policy execution
works on all the file lists "at the same time." When -q is not specified, policy execution works on the
file lists sequentially. In either case bunches of files are dispatched for parallel execution to multiple
threads (-m) on each of the possibly multiple nodes (-N).

-r FileListPathname...

Specifies one or more file lists of files for policy execution. The file lists that were used as input for -
were created by issuing mmapplypolicy with the -I prepare flag. You can specify several file lists
by doing one of the following:

 Provide the path name of a directory of file lists, or
« Specify the - r option several times, each time with the path name of a different file list.

You can use this parameter to logically continue where mmapplypolicy left off when you specified
the -I prepare option. To do this, invoke mmapplypolicy with all the same parameters and
options (except the -I prepare option), and now substitute the -r option for -£. In between the
invocations, you can process, reorder, filter, or edit the file lists that were created when you invoked -
I pzxepazre. You can specify any or all of the resulting file lists with the - option.

The format of the records in each file list file can be expressed as:

iAggregate :WEIGHT: INODE: GENERATION:SIZE:iRule:resourceld:attr_flags:
path-lengthl!PATH_NAME:pool-length!POOL_NAME
[;show-1length>!SHOW]end-of-record-character

For more information about file list records, refer to the IBM Spectrum Scale: Administration Guide.

-S SnapshotName

Specifies the name of a global snapshot for file system backup operations or for migrating snapshot
data. The name appears as a subdirectory of the .snapshots directory in the file system root and can
be found with the mmlssnapshot command.

Note: GPFS snapshots are read-only. Do not use deletion rules with -S SnapshotName.

Note: Do not use the -S option to scan files in a fileset snapshot. Instead, specify the full path of a
directory in the snapshot as the first parameter of the command, as in the following example:

mmapplypolicy <directory_path> -P policyfile ...

-s LocalWorkDirectory

Specifies a local directory in which one or more nodes can store temporary files during
mmapplypolicy command processing. The default local work directory is /tmp. For more
information about specifying more than one node to process the command, see the -N option of
mmapplypolicy.

The temporary files contain lists of candidate files and lists of files that are selected to be processed.
If the file system or directory that mmapplypolicy is processing contains many files, then the
temporary files can occupy a large amount of storage space. To make a rough estimate of the size of
the storage that is required, apply the formula K * AVLP * NF, where:

K
Is 3.75.

AVLP
Is the average length of the full path name of a file.

NF
Is the number of files that the command will process.

For example, if AVLP is 80, then the storage space that is required is roughly (300 * NF) bytes of
temporary space.
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--choice-algorithm {best | exact | fast}
Specifies one of the following types of algorithms that the policy engine is to use when selecting
candidate files:

best
Chooses the optimal method based on the rest of the input parameters.

exact
Sorts all of the candidate files completely by weight, then serially considers each file from highest
weight to lowest weight, choosing feasible candidates for migration, deletion, or listing according
to any applicable rule LIMITs and current storage-pool occupancy. This is the default.

fast
Works together with the parallelized -g /shared-tmp -N node-list selection method. The fast
choice method does not completely sort the candidates by weight. It uses a combination of
statistical, heuristic, and parallel computing methods to favor higher weight candidate files over
those of lower weight, but the set of chosen candidates may be somewhat different than those of
the exact method, and the order in which the candidates are migrated, deleted, or listed is
somewhat more random. The fast method uses statistics gathered during the policy evaluation
phase. The fast choice method is especially fast when the collected statistics indicate that either
all or none of the candidates are feasible.

- -maxdepth MaxDirectoryDepth
Specifies how deeply in the hierarchy of the starting directory to apply policies to files. If this
parameter is omitted, the command applies the policies to all the subdirectories of the starting
directory. A value of 0 causes the policies to be applied only to the files in the starting directory.

--max-mexrge-files MaxFiles
Specifies the maximum number of files to be passed as input to the sort command for sorting and
merging.

The mmapplypolicy command must do multiple, potentially large sorts and merges of temporary
files as part of its processing. The - -max-merge-files parameter specifies the maximum number
of files that the mmapplypolicy command passes as input to a single sort command for sorting and
merging.

If you set this value too high, the result can be excessive memory usage. The operating system can
respond by terminating some of the sort processes, which causes the mmapplypolicy command to
run for a longer time or to return with an error.

The default value of this parameter is 12. In general, it is a good practice to accept the default value of
this parameter or to test carefully if you specify an overriding value.

See the related parameters - -max-sort-bytes and --sort-buffer-size.

--max-sort-bytes MaxBytes
Specifies the maximum number of bytes to be passed as input files to the sort command. This
parameter does not apply to merges in which each of the input files has already been sorted.

The mmapplypolicy command must do multiple, potentially large sorts and merges of temporary
files as part of its processing. The --max-sort-bytes parameter specifies the maximum number of
bytes that the mmapplypolicy command can pass to a single instance of the sort command in one
or more files.

If you set this value too high, the result can be excessive memory usage. The operating system can
respond by terminating some of the sort processes, which causes the mmapplypolicy command to
run for a longer time or to return with an error.

The default value of this parameter is 411 MB. In general, it is a good practice to accept the default
value of this parameter or to test carefully if you specify an overriding value.

See the related parameters - -max-merge-files and --sort-buffer-size.

--scope {filesystem | inodespace | fileset}
If Device is specified, the directory traversal starts at the root of the file system. - -scope indicates
one of the following levels of scope to be applied to the policy scan:
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filesystem
The scan will involve the objects in the entire file system subtree pointed to by the Directory
parameter. This is the default.

fileset
The scope of the scan is limited to the objects in the same fileset as the directory pointed to by the
Directory parameter.

inodespace
The scope is limited to objects in the same single inode space from which the directory pointed to
by the Directory parameter is allocated. The scan may span more than one fileset, if those filesets
share the same inode space.

--qos QOSClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command is
assigned. If you do not specify this parameter, the instance of the command is assigned by default to
the maintenance QoS class. This parameter has no effect unless the QoS service is enabled. For
more information, see the topic “mmchgos command” on page 248. Specify one of the following QoS
classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this class for
I/O-intensive, potentially long-running GPFS commands, so that they contribute less to reducing
overall file system performance.

other
This QoS class is typically configured to have a larger share of file system IOPS. Use this class for
administration commands that are not I/O-intensive.

For more information, see the topic Setting the Quality of Service for I/O operations (QoS) in the IBM
Spectrum Scale: Administration Guide.

--other-sort-options SortOptions
Passes options to the sort command (either the default sort command provided with the operating
system, or an alternative sort command specified by the - -soxrt-command parameter).

--single-instance
Ensures that, for the specified file system, only one instance of mmapplypolicy invoked with the - -
single-instance option can execute at one time. If another instance of mmapplypolicy invoked
with the --single-instance option is currently executing, this invocation will do nothing but
terminate.

--sort-buffer-size Size
Sets the sort-buffer size that is passed to the sort command. This parameter limits memory usage by
the sort commands that the mmapplypolicy command calls to do sorts and merges.

The mmapplypolicy command must do multiple, potentially large sorts and merges of temporary
files as part of its processing. It calls the operating-system sort command each time that it must do a
sort. It can have multiple instances of the sort command running at the same time. If the numbers of
items to be sorted are very large, the result can be excessive memory usage. The operating system
can respond by terminating some of the sort processes, which causes the mmapplypolicy command
to run for a longer time or to return with an error.

To prevent excessive memory consumption, you can set the - -sort-buffer-size parametertoa
lower value than its default. The - -sort-buffer-size parameter is the value that the
mmapplypolicy command passes to the sort command in the buffer-size parameter. The
default value is 8%. If you need a lower value, you might set it to 5%.

You can specify the - -sort-buffer-size parameter in any format that the sort program's
buffer-size parameter accepts, such as "5%" or "1M".

In general, accept the default value of this parameter unless the system has excessive memory
consumption that is attributable to large sort operations by the mmapplypolicy command.

See the related parameters - -max-merge-files and max-sort-bytes.
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--sort-command SortCommand
Specifies the fully-qualified path name for a Posix-compliant sort command to be used instead of the
default, standard command provided by the operating system.

Before specifying an alternative sort command (and for information about a suggested sort
command), see Improving performance with the --sort-command parameter in IBM Spectrum Scale:
Administration Guide.

--split-filelists-by-weight
Specifies that each of the generated file lists contain elements with the same WEIGHT value. This can
be useful in conjunction with the LIST rule and the WEIGHT (DIRECTORY_HASH) clause. In this
case, each generated list will contain files from the same directory.

Note: If you want all of the files from a given directory to appear in just one list, you might have to
specify a sufficiently large -B value.

--split-margin n.n
A floating-point number that specifies the percentage within which the fast-choice algorithm is
allowed to deviate from the LIMIT and THRESHOLD targets specified by the policy rules. For example
if you specified a THRESHOLD number of 80% and a split-margin value of 0.2, the fast-choice
algorithm could finish choosing files when it reached 80.2%, or it might choose files that bring the
occupancy down to 79.8%. A nonzero value for split-margin can greatly accelerate the execution of
the fast-choice algorithm when there are many small files. The default is 0.2.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmapplypolicy command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. This command displays the actions that would occur if a policy were applied, but does not apply the
policy at this time:

mmapplypolicy fs1 -P policyfile -I test
The system displays output similar to:

[I] GPFS current data pool utilization in KB and %
spl 9728 19531264 0.049807%
sp2 4608 19531264 0.023593%
system 105216 19531264 0.538706%
[I] Loaded policy rules from fsl.pol.
Evaluating MIGRATE/DELETE/EXCLUDE rules with CURRENT_TIMESTAMP = 2009-02-27@20:00:22 UTC
parsed 2 Placement Rules, O Restore Rules, 3 Migrate/Delete/Exclude Rules,
0O List Rules, O External Pool/List Rules
RULE 'spl' SET POOL 'spl' WHERE name like '%.spl' or name like '%.tmp'
RULE ‘'default’ SET POOL ‘'system'

RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'

/* Deletion rule %/
RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%.tmp'

/* Migration rule x*/
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RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE
'9%sp1%"

[I] Directories scan: 11 files, 1 directories, O other objects, 0 'skipped' files and/ox
errors.

[I] Inodes scan: 11 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.
[I] Summary of Rule Applicability and File Choices:

Rule# Hit_Cnt KB_Hit Chosen KB_Chosen KB_I11 Rule
0 g 1536 0 0 0 RULE 'exclude x.save files' EXCLUDE WHERE(.)
1 3 1536 3 1536 0 RULE 'delete' DELETE FROM POOL 'spl' WHERE(.)
2 2 1024 2 1024 0 RULE 'migration to system pool' MIGRATE FROM
PoOL \

'spl' TO POOL 'system' WHERE(.)
[I] Files with no applicable rules: 4.

[I] GPFS Policy Decisions and File Choice Totals:
Chose to migrate 1024KB: 2 of 2 candidates;

Chose to premigrate OKB: O candidates;

Already co-managed OKB: O candidates;

Chose to delete 1536KB: 3 of 3 candidates;

Chose to list OKB: O of O candidates;

OKB of chosen data is illplaced or illreplicated;
Predicted Data Pool Utilization in KB and %:

spl 7168 19531264 0.036700%
sp2 4608 19531264 0.023593%
system 106240 19531264 0.543948%

2. This command applies a policy immediately:

mmapplypolicy fs1l -P policyfile
The system displays output similar to:

[I] GPFS current data pool utilization in KB and %

spl 9728 19531264 0.049807%
sp2 4608 19531264 0.023593%
system 105216 19531264 0.538706%

[I] Loaded policy rules from fsl.pol.
Evaluating MIGRATE/DELETE/EXCLUDE rules with CURRENT_TIMESTAMP = 2009-02-27@20:2
5:34 UTC
parsed 2 Placement Rules, O Restore Rules, 3 Migrate/Delete/Exclude Rules,
O List Rules, O External Pool/List Rules
RULE 'spl' SET POOL 'spl' WHERE name like '%.spl' or name like '%.tmp'
RULE 'default' SET POOL 'system'

RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'

/* Deletion rule */
RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%.tmp'

/* Migration rule */

RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE
'%spl%’

[I] Directories scan: 11 files, 1 directories, 0 other objects, 0 'skipped' files and/ox
errors.

[I] Inodes scan: 11 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.
[I] Summary of Rule Applicability and File Choices:

Rule# Hit_Cnt KB_Hit Chosen KB_Chosen KB_I1l Rule
0 3 3072 0 0 0 RULE 'exclude x.save files' EXCLUDE WHERE(.)
1 3 3072 3 3072 0 RULE 'delete' DELETE FROM POOL 'spl' WHERE(.)
2 2 2048 2 2048 0 RULE 'migration to system pool'MIGRATE FROM
PoOL \

'spl' TO POOL 'system' WHERE(.)
[I] Files with no applicable rules: 4.

[I] GPFS Policy Decisions and File Choice Totals:
Chose to migrate 2048KB: 2 of 2 candidates;

Chose to premigrate OKB: O candidates;

Already co-managed OKB: O candidates;

Chose to delete 3072KB: 3 of 3 candidates;

Chose to list OKB: O of O candidates;

OKB of chosen data is illplaced or illreplicated;
Predicted Data Pool Utilization in KB and %:

spl 4608 19531264 0.023593%
sp2 4608 19531264 0.023593%
system 107264 19531264 0.549191%

[I] A total of 5 files have been migrated, deleted or processed by an EXTERNAL E
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XEC/script;
0 'skipped' files and/or errors.

Additional examples of GPFS policies and using the mmapplypolicy command are in the IBM Spectrum
Scale: Administration Guide.

See also

* “mmchpolicy command” on page 243

« “mmcrsnapshot command” on page 323

« “mmlspolicy command” on page 502

« “mmlssnapshot command” on page 516

« “mmsnapdir command” on page 667

Location
Jusr/lpp/mmfs/bin
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mmaudit command

Manages setting and viewing the file audit logging configuration in IBM Spectrum Scale.

Synopsis

mmaudit Device enable [--log-fileset FilesetName ]
[--retention Days] [--events {Eventl[,Event2...] | ALL}]
[--compliant] [--degraded]
[{--filesets Filesetl[,Fileset2...] |
--skip-filesets Filesetl[,Fileset2...]1%] [-q]

or

mmaudit Device disable [-q]
or

mmaudit Device update --events {Eventi[,Event2...] | ALL} [-q]
or

mmaudit Device list [--events] [-Y]
or

mmaudit all list [--events] [-Y]
or

mmaudit all consumexrStart -N {NodeName[,NodeName...] | NodeFile | NodeClass} [-q]
or

mmaudit all consumexrStop -N $NodeNamel[,NodeName...] | NodeFile | NodeClass} [-q]
or

mmaudit all consumerStatus -N {NodeName[,NodeName...] | NodeFile | NodeClass}t [-q] [-Y]
or

mmaudit all upgradePolicies

Availability

Available with IBM Spectrum Scale Advanced Edition, IBM Spectrum Scale Data Management Edition,
IBM Spectrum Scale Developer Edition, or IBM Spectrum Scale Erasure Code Edition. Available on Linux
x86 and Linux PPC LE.

Description

Enables, disables, and lists configuration data for file audit logging in a specified file system. Lists all file
audit logging enabled file systems in the cluster. Manages file audit logging consumer daemons.
Command messages are written to the /var/adm/ras/mmaudit. log file. The audit records are stored
in the audit log filesetina /Device/.audit_log/audit_topic/Year/Month/Day directory
structure. The audit log files are named auditLogFile_hostname_date_time. The audit log files are
rotated, compressed, and a retention date is set.
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Note: When file audit logging is enabled on a file system, a fileset is created in the file system that is being
audited. This fileset contains the audit logging files that contain the audit events. By default, this fileset is
created as IAM mode noncompliant, but it can be created as IAM mode compliant if file audit logging is
enabled with the --compliant option. By using either IAM mode, expiration dates are set for all files
within the audit fileset. If the fileset is created in IAM mode noncompliant (the default), then the root user
can change the expiration date to the current date so that audit files can be removed to free up disk
space. If the fileset is created in IAM mode compliant (because of the use of the --compliant option),
not even the root user can change the expiration dates of the audit logging files and they cannot be
removed until the expiration date. In addition, commands such as mmxestoxefs will fail when restoring
to a snapshot that would require removal of currently immutable (non-expired) files.

Parameters

Device
Specifies the device name of the file system upon which the audit log configuration change or listing is
to occur.

all
Specifies that the command is executed against all devices configured for file audit logging. Currently,
the only supported sub-commands are 1ist, consumexStart, consumexStop, consumexrStatus,
and upgradePolicies.

enable
Enables file audit logging for the given device. Enablement entails setting up configuration and
starting the consumer processes.

The --1log-fileset FilesetName option specifies the fileset name where the audit log records for
the file system will be held. The default is .audit_log. The --xetention Days option specifies the
number of days to set the expiration date on all audit log record files when they are created. The
default is 365 days. The --events option specifies the list of events that will be audited. For more
information about the events that are supported, see File audit logging events' descriptions in the IBM
Spectrum Scale: Concepts, Planning, and Installation Guide. The default is ALL. The --degraded
option allows file audit logging to be enabled without as many default performance enhancements.
The --degraded option reduces the amount of local disk space that is required per broker node per
file system enabled for file audit logging. The - -degraded option should only be used when
performance degradation is not a problem, or if there is very limited local disk drive space on the
broker nodes. The --compliant option specifies that the file audit logging fileset that is created to
hold the file audit logging files will be IAM mode compliant. The default is noncompliant. In compliant
mode, not even the root user can change the expiration dates of the file audit logging files to the past
to free up space. The --filesets Fileset1[,Fileset2...] option specifies one or more filesets within the
file system to audit. File system activity is only audited within these filesets and no other areas of the
file system. The --skip-filesets Filesetl],Fileset2...] option specifies one or more filesets within
the file system not to audit. Audit events are generated for all file system activity except activity within
this list of filesets.

disable
Disables file audit logging for the given device. Disablement stops the consumer processes and
removes message queue configuration that is specific to the device. Existing file audit records are
changed to immutable and the retention period remains.

update
Updates the list of events that will be audited. The new event list will replace the existing set of
events.

list --events [-Y]
Displays the file audit logging configuration information for the given device. The all option displays
the file audit logging configuration information for all devices enabled for file audit logging. The - -
events option displays the device minor number, audit generation number, and a list of events that
are being audited. The -Y option provides output in machine-readable (colon-delimited) format.
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consumerStart -N {NodeName|[,NodeName...] | NodeFile | NodeClass}
Starts the consumer processes on all consumer nodes within the comma-separated list of nodes for
all file systems with file audit logging enabled. The =N option supports a comma-separated list of
nodes, a full path name to a file containing node names, or a predefined node class. This should only
be performed if the consumer processes were stopped with the consumexStop option. This is not the
way to start file audit logging.

consumerStop -N {NodeName[,NodeName...] | NodeFile | NodeClass}
Stops the consumer processes on all consumer nodes within the comma-separated list of nodes for
all file systems with file audit logging enabled. The =N option supports a comma-separated list of
nodes, a full path name to a file containing node names, or a predefined node class. This should only
be performed during node shutdown or upgrade. This is not the way to stop file audit logging.

consumerStatus -N {NodeName[,NodeName...] | NodeFile | NodeClass} [-Y]
Provides the status for the consumer processes on all consumer nodes within the comma-separated
list of nodes for all file systems with file audit logging enabled. The =N option supports a comma-
separated list of nodes, a full path name to a file containing node names, or a predefined node class.
The -Y option provides output in machine-readable (colon-delimited) format.

upgradePolicies
Updates IBM Spectrum Scale policies that are associated with file audit logging enabled file systems
to allow remotely mounted file systems to generate file audit logging events.

-q
Suppresses all [I] informational messages.

Exit status

0
Successful completion.

nonzero
A failure has occurred. Errors are written to /var/adm/ras/mmaudit.logand /var/log/
messages.

Security
You must have root authority to run the mmaudit command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages.

Examples

1. To enable a file system with the default settings, issue this command:

# mmaudit fsl enable
[I] Successfully created File Audit Logging consumer node class kafkaAuditConsumerServers
[I] Verifying MsgQueue nodes meet minimum local space requirements

for File Audit Logging to be enabled for device: fsi.

Depending on cluster size, this may take some time.
[I] Successfully verified all configured MsgQueue nodes meet minimum local space
requirements

for File Audit Logging to be enabled for device: fsi
[I] Successfully updated File Audit Logging configuration for device: fsl
[I] Successfully created File Audit Logging topic on the MsgQueue for device: fsl
[I] Successfully created/linked File Audit Logging audit fileset .audit_log

with link point /gpfs/fsl/.audit_log
[I] Successfully enabled File Audit Logging consumer group to audit device: fsi
[I] Successfully created File Audit Logging policy partition(s) to audit device: fsl
[I] Successfully created File Audit Logging consumer callbacks
[I] Successfully enabled File Audit Logging for device: fsi

2. To enable a file system for a specific set of events, issue this command:

# mmaudit fs3 enable --events OPEN,CLOSE

[I] Verifying MsgQueue nodes meet minimum local space requirements for File Audit Logging to be enabled for device: fs3.
Depending on cluster size, this may take some time.

[I] Successfully verified all configured MsgQueue nodes meet minimum local space requirements for File Audit Logging to
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enabled for device: fs3
[I] Successfully updated File Audit Logging configuration for device: fs3
[I] Successfully created File Audit Logging topic on the MsgQueue for device: fs3
[I] Successfully enabled ACL access to the topic for producers and consumers for device: fs3
[I] Successfully created/linked File Audit Logging audit fileset .audit_log with link point /fs3/.audit_log
[I] Successfully enabled File Audit Logging consumer group to audit device: £s3
[I] Successfully created File Audit Logging policy partition(s) to audit device: £fs3
[I] Successfully enabled File Audit Logging for device: £s3

3. To enable a file system with a different retention period, issue this command:

# mmaudit fs1 enable --retention 90
[I] Verifying MsgQueue nodes meet minimum local space requirements

for File Audit Logging to be enabled for device: fsi.

Depending on cluster size, this may take some time.
[I] Successfully verified all configured MsgQueue nodes meet minimum local space
requirements

for File Audit Logging to be enabled for device: fsl
[I] Successfully updated File Audit Logging configuration for device: fsl
[I] Successfully created File Audit Logging topic on the MsgQueue for device: fsl
[I] Successfully created/linked File Audit Logging audit fileset .audit_log

with link point /gpfs/fsl/.audit_log
[I] Successfully enabled File Audit Logging consumer group to audit device: fsi
[I] Successfully created File Audit Logging policy partition(s) to audit device: fsl
[I] Successfully enabled File Audit Logging for device: fsi

4. To specify one or more filesets to audit, issue this command:

# mmaudit fsO enable --log-fileset johnl --retention 25 --degraded --filesets
depl,dep2,indl,ind2
[I] Successfully verified filesets for File Audit Logging type: FILESET
[I] Successfully created File Audit Logging consumer node class kafkaAuditConsumerServers
[I] Verifying MsgQueue nodes meet minimum local space requirements for File Audit Logging
to be enabled for device: £sO0.
Depending on cluster size, this may take some time.
[I] Successfully verified all configured MsgQueue nodes meet minimum local space
requirements
for File Audit Logging to be enabled for device: fs0
[I] Successfully updated File Audit Logging configuration for device: fs0
[I] Successfully created File Audit Logging topic on the MsgQueue for device: £fs0
[I] Successfully enabled ACL access to the topic for producers and consumers for device: £fs0
[I] Successfully created/linked File Audit Logging audit fileset johnl with link point /
gpfs/fs0/johnl
[I] Successfully enabled File Audit Logging consumer group to audit device: fsO
[I] Successfully created File Audit Logging policy partition(s) to audit device: £s0
[I] Successfully created File Audit Logging consumer callbacks
[I] Successfully enabled File Audit Logging for device: fsO

5. To disable a file system that was previously enabled, issue this command:

# mmaudit fsl1l disable

[I] Successfully deleted File Audit Logging policy partition(s) for device: fsi

[I] Successfully disabled File Audit Logging consumer group for device: fsl

[I] Successfully deleted File Audit Logging topic from the MsgQueue for device: fsl

[I] Successfully updated File Audit Logging configuration for device: fsi

[I] Successfully removed File Audit Logging consumer callbacks

[I] Successfully removed File Audit Logging consumer node class kafkaAuditConsumerServers
[I] Successfully disabled File Audit Logging for device: fsi

6. To update the list of events that are being audited for a specific file system to available events, issue
this command:

# mmaudit fs3 update --events ALL
[I] Successfully updated the File Audit Logging policies for device £fs3

7. To see which compliance type the file audit logging fileset is configured with, issue this command:

# mmaudit all list -Y

mmaudit: :HEADER:version:RESERVED:RESERVED:complianceType:auditDeviceName:cluster
ID:auditFilesetDeviceName:auditFilesetName:auditRetention:topicGenNum:eventTypes:
partitionMultiplier:auditType:filesets:
mmaudit:::3:::compliant:fsl1:6666561368407265810:fsl:compliant:365:54:ACLCHANGE,
CLOSE, CREATE,DESTROY , GRFSATTRCHANGE , OPEN, RENAME , RMDIR, UNLINK, XATTRCHANGE : 2 : FSYS: :

8. To see which file systems are currently configured for file audit logging, issue this command:
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# mmaudit all list

Audit Cluster Audit Fileset Retention Audit Type

Device ID Name (Days) (Possible Filesets)

fs0 11430652110915196903 johnl 25 FILESET
depl,dep2,indl,ind2

fsl 11430652110915196903 john2 75 SKIPFILESET
depl,dep2,indl,ind2

fs2 11430652110915196903 john3 25 FSYS

9. To see which events are currently enabled for a file system, issue this command:

# mmaudit fs3 list --events

Audit Device Audit Event
Device Minox Gen Types
fs3 152 7 CLOSE, OPEN

10. To check the status of all file audit logging consumer processes on a specific node, issue this
command:

# mmaudit all consumerStatus -N c6f2bc3nl10

Dev Name Cluster ID Num Nodes Node Name Is Consumer? Status
demo 6372129557625143312 1 hs22n55 yes AUDIT_CONS_OK
polRegress 6372129557625143312 1 hs22n55 yes AUDIT_CONS_OK

11. To stop all file audit logging consumer processes on a specific node, issue this command:

# mmaudit all consumerStop -N c6f2bc3nl0

[I] Node: c6f2bc3nl0® is a consumer node, and consumer for device: fsl successfully stopped.
[I] Node: c6f2bc3nl0 is a consumer node, and consumer for device: demo successfully stopped.
[I] Node: c6f2bc3nl0® is a consumer node, and consumer for device: jon successfully stopped.

12. To start all file audit logging consumer processes on a specific node, issue this command:

# mmaudit all consumerStart -N c6f2bc3nl0

[I] Node: c6f2bc3nl0 is a consumer node, and consumer for device: fsl successfully started.
[I] Node: c6f2bc3nl0 is a consumer node, and consumer for device: demo successfully started.
[I] Node: c6f2bc3nl0 is a consumer node, and consumer for device: jon successfully started.

See also

« “mmmsgqueue command” on page 524

« “mmlsnodeclass command” on page 496

« “mmlsfs command” on page 483

Location
Just/lpp/mmfs/bin
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mmauth command

Manages secure access to GPFS file systems.

Synopsis
mmauth genkey {new | commit | propagate [-N {Node[,Node...] | NodeFile | NodeClasst]?
or
mmauth add RemoteClusterName -k KeyFile [-1 CipherList]
or
mmauth update RemoteClusterName {[-C NewClusterName] [-k KeyFile] [-1 CipherList]}
or
mmauth delete {RemoteClusterName | allt
or
mmauth grant {RemoteClusterName | allt -f $Device | all} [-a {xw | ro}] [-r fuid:gid | not]
or
mmauth deny {RemoteClusterName | allt -f {Device | allt
or
mmauth show [RemoteClusterName | all | ciphexrs] [-Y]
or

mmauth gencert --cname CanonicalName --cert ServerCertificateFile --out OutputKeystoreFile
--label ClientCertificatelLabel [--pwd-file KeystorePasswordFile]

Availability

Available on all IBM Spectrum Scale editions.

Description

The mmauth command prepares a cluster to grant secure access to file systems owned locally. The
mmauth command also prepares a cluster to receive secure access to file systems owned by another
cluster. Use the mmauth command to generate a public/private key pair for the local cluster. A public/
private key pair must be generated on both the cluster owning the file system and the cluster desiring
access to the file system. The administrators of the clusters are responsible for exchanging the public
portion of the public/private key pair. Use the mmauth command to add or delete permission for a cluster
to mount file systems owned by the local cluster.

When a cluster generates a new public/private key pair, administrators of clusters participating in remote
file system mounts are responsible for exchanging their respective public key file /var/mmfs/ssl/
id_rsa.pub generated by this command.

The administrator of a cluster desiring to mount a file system from another cluster must provide the
received key file as input to the mmremotecluster command. The administrator of a cluster allowing
another cluster to mount a file system must provide the received key file to the mmauth command.

The keyword appearing after mmauth determines which action is performed:
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add
Adds a cluster and its associated public key to the list of clusters authorized to connect to this cluster
for the purpose of mounting file systems owned by this cluster.

delete
Deletes a cluster and its associated public key from the list of clusters authorized to mount file
systems owned by this cluster.

deny
Denies a cluster the authority to mount a specific file system owned by this cluster.

gencert
Creates a client keystore with the keys and certificates required to communicate with the ISKLM key
server.

genkey
Controls the generation and propagation of the OpenSSL key files:

new
Generates a new public/private key pair for this cluster. The key pair is placed in /var/mmfs/ssl.
This must be done at least once before cipherList, the GPFS configuration parameter that
enables GPFS with OpenSSL, is set.

The new key is in addition to the currently in effect committed key. Both keys are accepted until
the administrator runs mmauth genkey commit.

commit
Commits the new public/private key pair for this cluster. Once mmauth genkey commit isrun,
the old key pair will no longer be accepted, and remote clusters that have not updated their keys
(by running mmauth update or mmremotecluster update) will be disconnected.

propagate
Ensures that the currently in effect key files are placed in /var/mmfs/ssl on the nodes specified
with the -N parameter. This may be necessary if the key files are lost and adminMode centralis
in effect for the cluster.

grant
Allows a cluster to mount a specific file system owned by this cluster.

show
Shows the list of clusters authorized to mount file system owned by this cluster.

update
Updates the public key and other information associated with a cluster authorized to mount file
systems owned by this cluster.

When the local cluster name (or ') is specified, mmauth update -1 can be used to set the cipherList
value for the local cluster. Note that you cannot use this command to change the name of the local
cluster. Use the mmchcluster command for this purpose.

Parameters

-N {Nodel,Node...] | NodeFile | NodeClass}
Specifies the nodes on which the key files should be restored. The defaultis -N all.

For general information on how to specify node names, see Specifying nodes as input to GPFS(tm)
commands in IBM Spectrum Scale: Administration Guide.

This command does not support a NodeClass of mount.

RemoteClusterName
Specifies the remote cluster name requesting access to local GPFS file systems.

all
Indicates all remote clusters defined to the local cluster.

ciphers
Shows the supported ciphers.
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Displays the command output in a parseable format with a colon (:) as a field delimiter. Each column is
described by a header.

Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

Options

-a{xw | ro}
Specifies the type of access allowed:

ro
Specifies read-only access.

rw
Specifies read/write access. This is the default.

-C NewClusterName
Specifies a new, fully-qualified cluster name for the already-defined cluster RemoteClusterName.

-f {Device | all}
Specifies the device name for a file system owned by this cluster. The Device argument is required. If
all is specified, the command applies to all file systems owned by this cluster at the time that the
command is issued.

-k KeyFile
Specifies the public key file generated by the mmauth command in the cluster requesting to remotely
mount the local GPFS file system.

-l CipherList
Sets the security mode for communications between the current cluster and the remote cluster that is
specified in the RemoteClusterName parameter. There are three security modes:

EMPTY
The sending node and the receiving node do not authenticate each other, do not encrypt
transmitted data, and do not check data integrity.

AUTHONLY
The sending and receiving nodes authenticate each other, but they do not encrypt transmitted
data and do not check data integrity. This mode is the default in IBM Spectrum Scale V4.2 or later.

Cipher
The sending and receiving nodes authenticate each other, encrypt transmitted data, and check
data integrity. To set this mode, you must specify the name of a supported cipher, such as
AES128-GCM-SHA256.

For more information about the security mode and supported ciphers, see the topic Security mode in
the IBM Spectrum Scale: Administration Guide.

-r {uid:gid | no}
Specifies a root credentials remapping (root squash) option. The UID and GID of all processes with
root credentials from the remote cluster will be remapped to the specified values. The default is not to
remap the root UID and GID. The uid and gid must be specified as unsigned integers or as symbolic
names that can be resolved by the operating system to a valid UID and GID. Specifying no, off, or
DEFAULT turns off the remapping.

For more information, see the IBM Spectrum Scale: Administration Guide and search on root squash.

--chame CanonicalName
Specifies the canonical name of the client used in the certificate.

--cert ServerCertificateFile
Specifies the path name to a file containing an ISKLM certificate.
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--out OutputKeystoreFile
Specifies the path name for the file that will contain the keystore.

--pwd-file KeystorePasswordFile
Specifies the keystore password file. If omitted, you will be prompted to enter the keystore password.
A maximum of 20 characters are allowed. The - - pwd KeystorePassword option is considered
deprecated and may be removed in a future release.

--label ClientCertificateLabel
Specifies the label of the client certificate within the keystore. A maximum of 20 characters are
allowed.

Exit status

0
Successful completion. After a successful completion of the mmauth command, the configuration
change request will have been propagated to all nodes in the cluster.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmauth command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. This is an example of an mmauth genkey newcommand:
mmauth genkey new
The output is similar to this:

Generating RSA private key, 512 bit long modulus

e is 65537 (0x10001)

mmauth: Command successfully completed

mmauth: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

2. This is an example of an mmauth genkey commit command:
mmauth genkey commit
The output is similar to this:

mmauth: Command successfully completed
mmauth: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

3. This is an example of an mmauth add command:
mmauth add clustA.kgn.ibm.com -k /u/admin/keys/clustA.pub
The output is similar to this:

mmauth: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.
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4. This is an example of an mmauth update command:
mmauth update clustA.kgn.ibm.com -k /u/admin/keys/clustA_new.pub
The output is similar to this:

mmauth: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

5. This is an example of an mmauth grant command:
mmauth grant clustA.kgn.ibm.com -f /dev/gpfsl -a ro
The output is similar to this:

mmauth: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

6. This is an example of an mmauth show command:
mmauth show all

The output is similar to this:

Cluster name: clustA.kgn.ibm.com
Cipher list: AES128-SHA
SHA digest: a3917¢8282fca7a27d951566940768dcd241902b

File system access: gpfsl (ro)

Cluster name: clustB.kgn.ibm.com (this cluster)

Cipher list: AES128-SHA

SHA digest: 6ba5e3c1038246fe30£3fc8c1181fbb2130d7a8a
SHA digest (new): 3¢1038246fe30£f3fc8c1181fbb2130d7a8a9ab4d

File system access: (all xw)

For clustB.kgn.ibm.com, the mmauth genkey newcommand has been issued, but the mmauth
genkey commit command has not yet been issued.

For more information on the SHA digest, see The SHA digest in IBM Spectrum Scale: Problem
Determination Guide.

See also

« “mmremotefs command” on page 611

« “mmremotecluster command” on page 608

See also the topic about accessing GPFS file systems from other GPFS clusters in the IBM Spectrum Scale:
Administration Guide.

Location
Jusr/lpp/mmfs/bin
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mmbackup command

Performs a backup of a GPFS file system or independent fileset to an IBM Spectrum Protect server.

Synopsis

mmbackup iDevice | Directoryt [-t {full | incremental?]

[-N $Node[,Node...] | NodeFile | NodeClasst]
g GlobalWorkDirectory] [-s LocallWorkDirectory]
S SnapshotName] [-f] [-ql [-v] [-d]
a IscanThreads] [-n DirThreadLevel]
m ExecThreads | [[--expire-threads ExpireThreads] [--backup-threads BackupThreads |
[[--selective-backup-threads selBackupThreads]
[--incremental-backup-threads incBackupThreads]]1]]
[-B MaxFiles | [[--max-backup-count MaxBackupCount |
[[--max-incremental-backup-count MaxIncBackupCount]
[--max-selective-backup-count MaxSelBackupCount]]]
[--max-expire-count MaxExpireCount]]]

[_
[_
[_
[_

[--max-backup-size MaxBackupSize] [--qos QosClass] [--quote | --noquote]
[--rebuild] [--scope {filesystem | inodespaceit]
[--backup-migrated | --skip-migrated] [--tsm-servers TSMServer[,TSMServer...]]

[--tsm-errorlog TSMErrorLogFile]l [-L n] [-P PolicyFile]

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description

Use the mmbackup command to back up the user data from a GPFS file system or independent fileset to
an IBM Spectrum Protect server or servers. The mmbackup command can be used only to back up file
systems that are owned by the local cluster.

Attention: In IBM Spectrum Scale V4.1 and later, a full backup (-t full) with mmbackup is
required if a full backup was never performed with GPFS 3.3 or later. For more information, see the
topic File systems backed up using GPFS 3.2 or earlier versions of mmbackup in the IBM Spectrum
Scale: Administration Guide.

The IBM Spectrum Protect Backup-Archive client must be installed and at the same version on all the
nodes that are executing the mmbackup command or are named in a node specification with -N. For more
information about IBM Spectrum Protect requirements for the mmbackup command, see the topic
Firewall recommendations for using IBM Spectrum Protect with IBM Spectrum Scale in the IBM Spectrum
Scale: Administration Guide.

You can run multiple simultaneous instances of mmbackup if they are on different file systems or filesets.

See the topic Backup considerations for using IBM Spectrum Protect in the IBM Spectrum Scale: Concepts,
Planning, and Installation Guide and the topic Configuration reference for using IBM Spectrum Protect with
IBM Spectrum Scale in the IBM Spectrum Scale: Administration Guide.

Parameters

Device
The device name for the file system to be backed up. File system names do not need to be fully
qualified. £s0 is as acceptable as /dev/£fs0.

Directory
Specifies either the mount point of a GPFS file system or the path to an independent fileset root to
back up. The path /gpfs/fs0 can be used to specify the GPFS file system called £s0.

Notes:

« Do not specify a subdirectory path. Doing so can result in inconsistent backups.
« Do not specify a snapshot directory path. To back up a snapshot, use -S SnapshotName.
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« If you specify the path of an independent fileset root, you must also specify - -scope inodespace.

-t {full | incxremental}
Specifies whether to perform a full backup of all of the files in the file system, or an incremental
backup of only those files that changed since the last backup was performed. The default is an
incremental backup.

Note on GPFS 3.2: A full backup expires all GPFS 3.2 format TSM inventory if all previous backups
were incremental and the GPFS 3.2 backup format was in use previously. If mmbackup on GPFS 3.2
was first used, and then only incremental backups were done on GPFS 3.4 or 3.5, then TSM still
contains 3.2 format backup inventory. This inventory will automatically be marked for expiration by
mmbackup after a successful full or incremental backup.

Note: Do not use -t full with an unlinked fileset. Use an EXCLUDE statement to exclude directories
or files from the backup operation.

-N {Node[,Node...] | NodeFile | NodeClass}
Specifies a list of nodes to run parallel instances of the backup process for better performance. The
IBM Spectrum Protect Backup-Archive client must be installed on each node in the list. All the nodes
must be in the same cluster as the node from which the mmbackup command is issued. All node
classes are supported. For more information about these options, see Specifying nodes as input to
GPFS commands in the IBM Spectrum Scale: Administration Guide.

If the -N option is not specified, then the command runs parallel instances of the backup process on
the nodes that are specified by the defaultHelperNodes attribute of the mmchconfig command. If
the defaultHelperNodes attribute is not set, then the command runs only on the node where the
mmbackup command is issued. For more information about the defaultHelperNodes attribute, see
the topic “mmchconfig command” on page 161.

-g GlobalWorkDirectory
Specifies a global work directory in which one or more nodes can store temporary files during
mmbackup command processing. For more information about specifying more than one node to
process the command, see the description of the -N option.

The global directory must be in a shared file system, and the file system must be mounted and
available for reading and writing by every node that will participate in the mmbackup command
processing.

If the - g option is not specified, then the global work directory is the directory that is specified by the
sharedTmpDir attribute of the mmchconfig command. For more information, see “mmchconfig
command” on page 161. If the sharedTmpDir attribute is not set to a value, then the global work
directory depends on the file system format version of the target file system:

« If the target file system is at file system format version 5.0.1 or later (file system format number
19.01 or later), then the global work directory is the directory .mmSharedTmpDir at the root level
of the target file system.

- If the target file system is at a file system format version that is earlier than 5.0.1, then the
command does not use a global work directory.

If the global work directory that is specified by -g option or by the sharedTmpDir attribute begins
with a forward slash (/) then it is treated as an absolute path. Otherwise it is treated as a path that is
relative to the mount point of the file system.

If both the - g option and the -s option are specified, then temporary files can be stored in both the
specified directories. In general, the local work directory contains temporary files that are written and
read by a single node. The global work directory contains temporary files that are written and read by
more than one node.

Note: The specified global work directory and its contents are excluded from the file system or fileset
backup. If the directory is located in the file system that is being backed up, make sure that you use a
directory that is dedicated to the working files. For example, if you specify the root directory of the file
system, the entire contents of the file system are excluded.
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-s LocalWorkDirectory
Specifies the local directory to be used for temporary storage during mmbackup command processing.
The default directory is /tmp. A LocalWorkDirectory must exist on each node that is used to run the
mmbackup command or specified in a node specification with -N.

-S SnapshotName
Specifies the name of a global snapshot for any backup operations or a fileset-level snapshot if - -
scope inodespace is also specified for a fileset backup. The snapshot must be created before the
mmbackup command is used. Snapshot names can be found with the mmlssnapshot command. If a
fileset is not present in the named snapshot and fileset-level backup is invoked with - -scope
inodespace, an error is returned. If a fileset-level snapshot name is used with a file system backup,
an error is returned.

The use of -S SnapshotName is recommended because it provides mmbackup and IBM Spectrum
Protect a consistent view of GPFS from which to perform backup. Deletion of the snapshot that is used
for backup can be performed with the mmdelsnapshot command after mmbackup completes.

Note: The SnapshotName that is specified must be unique to the file system.

Specifies that processing continues when unlinked filesets are detected. All files that belong to
unlinked filesets are ignored.

Note: Because -f has a large impact on performance, avoid using it unless it is necessary to perform
a backup operation with unlinked filesets.

-q
Performs a query operation before issuing mmbackup. The IBM Spectrum Protect server might have
data stored already that is not recognized as having been backed up by mmbackup and its own
shadow database. To properly compute the set of files that currently need to be backed up, mmbackup
can perform an IBM Spectrum Protect query and process the results to update its shadow database.
Use the -q switch to perform this query and then immediately commence the requested backup
operation.

Note: Do not use -q with the - -rebuild parameter.

-V
Specifies verbose message output. Use this flag to cause mmbackup to issue more verbose messages
about its processing. See also “Environment” on page 94.

-d
Gathers debugging information that is useful to the IBM Support Center for diagnosing problems.

-a IscanThreads
Specifies the number of threads and sort pipelines each node runs during parallel inode scan and
policy evaluation. The default value is 2.

-n DirThreadLevel
Specifies the number of threads that are created and dispatched within each mmapplypolicy
process during the directory scan phase. The default value is 24.

-m ExecThreads
Specifies the number of threads that are created and dispatched within each mmapplypolicy
process during the policy execution phase. The default value for mmapplypolicy is 24; however, the
default value for mmbackup is 1. This option cannot be used with the --expire-threads, - -
backup-threads, --selective-backup-threads, or --incremental-backup-threads
options.

--expire-threads ExpireThreads
Specifies the number of worker threads permitted on each node to perform dsmc expire tasks in
parallel. This option cannot be used with the -m option. Valid values are 1 - 32. The default value is 4.

--backup-threads BackupThreads
Specifies the number of worker threads that are permitted on each node to perform dsmc
selective ordsmc incremental tasks in parallel. This option cannot be used with the -m, - -
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incremental-backup-threads, or --selective-backup-threads options. Valid values are 1 -
32. The default value is 1.

--selective-backup-threads selBackupThreads
Specifies the number of worker threads that are permitted on each node to perform dsmc
selective tasks in parallel. This option cannot be used with the -m or - -backup-threads options.
Valid values are 1 - 32. The default value is 1.

--incremental-backup-threads incBackupThreads
Specifies the number of worker threads that are permitted on each node to perform dsmc
incremental tasks in parallel. This option cannot be used with the -m, --backup-threads, or -t
full options. Valid values are 1 - 32. The default value is 1.

-B MaxFiles
Specifies the maximum number of objects in a bunch for each invocation of the mmapplypolicy
EXEC script. If this option is not specified, the ideal bunch count is automatically computed. This
option cannot be used with the - -max-backup-count, - -max-expire-count, - -max-
selective-backup-count, or --max-incremental-backup-count options. Valid values are
100 - 2147483647.

--max-backup-count MaxBackupCount
Specifies the maximum number of objects in a bunch for each dsmc selective or dsmc
incremental command. This option cannot be used with the -B, --max-incremental-backup-
count, or --max-selective-backup-count options. Valid values are 100 - 2147483647.

--max-incremental-backup-count MaxIncBackupCount
Specifies a limit on the maximum number of objects in any single dsmc incremental backup
command to be n objects in a bunch. This option cannot be used with the -B, - -max-backup-count,
or -t full options.

--max-selective-backup-count MaxSelBackupCount
Specifies a limit on the maximum number of objects in any single dsmc selective backup
command to be n objects in a bunch. This option cannot be used with the -B or --max-backup-
count options.

--max-expire-count MaxExpireCount
Specifies the maximum number of objects in a bunch for each dsmc expire command. This option
cannot be used with the -B option. Valid values are 100 - 2147483647.

--max-backup-size MaxBackupSize
Specifies a policy limit on the content size in KB for each dsmc selective ordsmc incremental
command.

--qos QOSClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command is
assigned. If you do not specify this parameter, the instance of the command is assigned by default to
the maintenance QoS class. This parameter has no effect unless the QoS service is enabled. For
more information, see the topic “mmchgos command” on page 248. Specify one of the following QoS
classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this class for
I/O-intensive, potentially long-running GPFS commands, so that they contribute less to reducing
overall file system performance.

other
This QoS class is typically configured to have a larger share of file system IOPS. Use this class for
administration commands that are not I/O-intensive.

For more information, see the topic Setting the Quality of Service for I/0 operations (QoS) in the IBM
Spectrum Scale: Administration Guide.

--quote | --noquote
Specifies whether to decorate (or not to decorate) file-list entries with quotation marks. The
mmbackup command uses file lists to convey the lists of files to the IBM Spectrum Protect Backup-
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Archive client program. Depending on IBM Spectrum Protect client configuration options, the file lists
might not require each file name to be surrounded by quotation marks. If certain IBM Spectrum
Protect client configuration options are in use, do not add quotation marks to file-list entries. Use the
--noquote option in these instances.

--rebuild
Specifies whether to rebuild the mmbackup shadow database from the inventory of the IBM Spectrum
Protect server. This option is similar to the -q option; however, no backup operation proceeds after
the shadow database is rebuilt. Use this option if the shadow database of mmbackup is known to be
out of date, but the rebuilding operation must be done at a time when the IBM Spectrum Protect
server is less loaded than during the normal time mmbackup is run.

If backup files with the old snapshot name /Device/ . snapshots/.mmbuSnapshot exist in the
inventory of the IBM Spectrum Protect server, those files will be expired from the IBM Spectrum
Protect server after the shadow database is rebuilt and any successful incremental or full backup
completes.

Note: Do not use --rebuild with the -q parameter.

--scope {filesystem | inodespace}
Specifies that one of the following traversal scopes be applied to the policy scan and backup
candidate selection:

filesystem
Scans all the objects in the file system that are specified by Device or that are mounted at the
Directory specified. This is the default behavior.

inodespace
Specifies that the scan is limited in scope to objects in the same single inode space from which the
Directory is allocated. The scan might span more than one fileset if those filesets share inode
space; for example, dependent filesets.

--backup-migrated | --skip-migrated
HSM migrated objects are normally skipped even if they need to be backed up.

--backup-migrated

When specified, HSM migrated objects that need to be backed up are sent for backup. This can cause
an HSM recall and other associated costs. When the same IBM Spectrum Protect server instance is
used for HSM and backup, this option protects migrated, changed objects more efficiently. These
objects are copied internally on the IBM Spectrum Protect server from the HSM storage pool directly
to the BACKUP storage pool without incurring object recalls and their local storage costs. After
backup, these objects will remain migrated. This occurs only if the object has no ACL or XAttrs
attached.

--skip-migrated

When specified, HSM migrated objects that need to be backed up are not sent for backup. The path
names of these objects are listed in a file, mmbackup.hsmMigFiles.TSMServer, that is located in
the Directory or on the Device that is being backed up. The path names that are listed can then be
recalled by the administrator in a staged manner. This is the default action that is taken for HSM
migrated objects.

--tsm-servers TSMServer[,TSMServer...]
Specifies the name of the IBM Spectrum Protect server or servers that are to be used for this backup.
Each of the servers is used for the specified backup task.

If this option is not specified, the mmbackup command will backup to the servers that are specified in
the dsm. sys file.

--tsm-errorlog TSMErrorLogFile
Specifies the path name of the log file to pass to IBM Spectrum Protect Backup-Archive client
commands.
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-Ln
Controls the level of information that is displayed by the mmapplypolicy command that is invoked
by using the mmbackup command. This option and its value are passed directly to the
mmapplypolicy command (the use of this option is generally for debugging purposes). Refer to the
mmapplypolicy command for an explanation of supported values.

-P PolicyFile
Specifies a customized policy rules file for the backup.

Environment
The behavior of mmbackup can be influenced by several environment variables when set.
Variables that apply to IBM Spectrum Protect Backup-Archive client program dsmc

MMBACKUP_DSMC_MISC
The value of this variable is passed as arguments to dsmc restore and dsmc query
{backup,inclexcl,session} commands.

MMBACKUP_DSMC_BACKUP
The value of this variable is passed as arguments to dsmc, dsmc selective, and dsmc
incremental commands.

MMBACKUP_DSMC_EXPIRE
The value of this variable is passed as arguments to dsmc expire commands.

Variables that change mmbackup output progress reporting

MMBACKUP_PROGRESS_CONTENT
Controls what progress information is displayed to the user as mmbackup runs. It is a bit field with
the following bit meanings:

0x01
Specifies that basic text progress for each server is to be displayed.

0x02
Specifies that additional text progress for phases within each server is to be displayed.

0x04
Specifies that numerical information about files being considered is to be displayed.

MMBACKUP_PROGRESS_INTERVAL
Controls how frequently status callouts are made. The value is the minimum number of seconds
between calls to the MMBACKUP_PROGRESS_CALLOUT script or program. It does not affect how
frequently messages are displayed, except for the messages of MMBACKUP_PROGRESS_CONTENT
category 0x04.

MMBACKUP_PROGRESS_CALLOUT
Specifies the path to a program or script to be called with a formatted argument, as described in
the topic MMBACKUP_PROGRESS_CALLOUT environment variable in the IBM Spectrum Scale:
Administration Guide.

Variables that change mmbackup debugging facilities
In case of a failure, certain debugging and data collection can be enabled by setting the specified
environment variable value.

DEBUGmmbackup
This variable controls what debugging features are enabled. It is interpreted as a bit mask with the
following bit meanings:

0x001
Specifies that basic debug messages are printed to STDOUT. Because mmbackup comprises
multiple components, the debug message prefixes can vary. Some examples include:

mmbackup:mbackup.sh
DEBUGtshackup33:
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0x002
Specifies that temporary files are to be preserved for later analysis.

0x004
Specifies that all dsmc command output is to be mirrored to STDOUT.

DEBUGmmcmi
This variable controls debugging facilities in the mmbackup helper program mmemi, which is used
when the cluster minReleaselevel is less than 3.5.0.11.

DEBUGtsbuhelper
This variable controls debugging facilities in the mmbackup helper program tsbuhelpezr, whichis
used when the cluster minReleaselevel is greater than or equal to 3.5.0.11.

Variables that change mmbackup record locations

MMBACKUP_RECORD_ROOT
Specifies an alternative directory name for storing all temporary and permanent records for the
backup. The directory name that is specified must be an existing directory and it cannot contain
special characters (for example, a colon, semicolon, blank, tab, or comma).

The directory that is specified for MMBACKUP_RECORD_ROOT must be accessible from each node
that is specified with the -N option.

Exit status

0
Successful completion. All of the eligible files were backed up.

1
Partially successful completion. Some files, but not all eligible files, were backed up. The shadow
database or databases reflect the correct inventory of the IBM Spectrum Protect server. Invoke
mmbackup again to complete the backup of eligible files.

2
A failure occurred that prevented backing up some or all files or recording any progress in the shadow
database or databases. Correct any known problems and invoke mmbackup again to complete the
backup of eligible files. If some files were backed up, using the -q or - -rebuild option can help
avoid backing up some files additional times.

Security

You must have root authority to run the mmbackup command.

The node on which the command is issued, and all other IBM Spectrum Protect Backup-Archive client
nodes, must be able to execute remote shell commands on any other node in the cluster without the use
of a password and without producing any extraneous messages. For more information, see Requirements
for administering a GPFS file system in IBM Spectrum Scale: Administration Guide.

Examples

1. To perform an incremental backup of the file system gpfs0, issue this command:

mmbackup gpfs0O

The system displays information similar to:

Mon Apr 7 15:38:04 2014 mmbackup:Scanning file system gpfs0
Mon Apr 7 15:38:14 2014 mmbackup:Determining file system changes for gpfsO [balokl].
Mon Apr 7 15:38:14 2014 mmbackup:changed=364, expired=0, unsupported=0 for server [balokl]
Mon Apr 7 15:38:14 2014 mmbackup:Sending files to the TSM server [364 changed, 0 expired].
mmbackup: TSM Summary Information:

Total number of objects inspected: 364

Total number of objects backed up: 364
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Total number of objects updated: 0
Total number of objects rebound: 0
Total number of objects deleted: 0
Total number of objects expired: 0
Total number of objects failed: 0
Total number of bytes transferred: 2179695902

2. To re-create a shadow database for gpfs0, issue this command:

mmbackup gpfs@ --rebuild

The system displays information similar to:

Tue Apr 8 09:45:11 2014 mmbackup:Querying files currently backed up in TSM server:balokl.
Tue Apr 8 09:45:14 2014 mmbackup:Built query data file from TSM server: balokl rc = 0
Tue Apr 8 09:45:17 2014 mmbackup:Scanning file system gpfs0
Tue Apr 8 09:45:26 2014 mmbackup:Reconstructing previous shadow file /gpfs/
gpfs0/.mmbackupShadow.1.balokl from

query data for balokl
Tue Apr 8 09:45:26 2014 mmbackup:Done with shadow file database rebuilds

3. To perform an incremental backup of the file system gpfs0 with more progress information displayed,
first issue this command:

export MMBACKUP_PROGRESS_CONTENT=3

Next, issue the mmbackup command:

mmbackup gpfs@ --incremental-backup-threads 2 --selective-backup-threads 10

The system displays information similar to:

cAR52 :Begin checking server and shadow file for SERVER1
Fri Oct 26 13:12:52 2018 mmbackup:Querying TSM server SERVER1 for options
Fri Oct 26 13:12:53 2018 mmbackup:Found old shadow DB for SERVER1 present in /gpfs/gpfs0/.mmbackupShadow.1.SERVERL.filesys
Fri Oct 26 13:12:53 2018 mmbackup:Checking format version of old shadow DI
Fri Oct 26 13:12:53 2018 mmbackup:Found old shadow DB version: 1400
Fri Oct 26 13:12:53 2018 mmbackup:Previous shadow /gpfs/gpfs0/.mmbackupShadow.1.SERVER1.filesys state: present
Fri Oct 26 13:12:53 2018 mmbackup:Generating policy rules file:/var/mmfs/mmbackup/.mmbackupRules.gpfs® to use /gpfs/gpfs0/.mmbackupCfg/
BAexecScript. gpfs@
Fri Oct 26 13 54 2018 mmbackup:Completed policy rule generation. 1 Exclude Dir directives, 0 Exclude File directives, 0 Include directives, 0O
Warnings.
Fri Oct 26 13:12:54 2018 mmbackup:Scanning file system gpfs0@
Fri Oct 26 13:13:04 2018 mmbackup:File system scan of gpfs® is complete.
Fri Oct 26 13:13:04 2018 mmbackup:Calculating backup and expire lists for server SERVER1
Fri Oct 26 13:13:04 2018 mmbackup:Determining file system changes for gpfs® [SERVER1].
Fri Oct 26 13:13:04 2018 mmbackup:changed=11, expired=10, unsupported=0, statechanged=20 for server [SERVER1]
Fri Oct 26 13:13:04 2018 mmbackup:Finished calculating lists [11 changed, 10 expired, 20 updated] for server SERVER1.
Fri Oct 26 13:13:04 2018 mmbackup:Sending files to the TSM server [11 changed, 10 expired, 20 updated].
Fri Oct 26 13:13:04 2018 mmbackup:Performing expire operations
Fri Oct 26 13:13:09 2018 mmbackup:Expiration job finished: processed:10 failed:0 rc:0
Fri Oct 26 13:13:09 2018 mmbackup:Completed policy expiry run with 0 policy errors, O files failed, 0 severe errors, returning rc=0.

Fri Oct 26 13:13:09 2018 mmbackup:Policy for expiry returned © Highest TSM error ©

Fri Oct 26 13:13:09 2018 mmbackup:Performing backup operations

Fri Oct 26 13:13:15 2018 mmbackup:Backup job finished: processed:11 failed:0 rc:0

Fri Oct 26 13:13:15 2018 mmbackup:Completed policy backup run with @ policy errors, 0 files failed, O severe errors, returning rc=0.
Fri Oct 26 13:13:15 2018 mmbackup:Policy for backup returned © Highest TSM error 0

Fri Oct 26 13:13:15 2018 mmbackup:Performing backup operations

Fri Oct 26 13:13:21 2018 mmbackup:Backup job finished: processed:10 failed:0 rc:0

Fri Oct 26 13:13:21 2018 mmbackup:Backup job finished: processed:10 failed:0 rc:0

Fri Oct 26 13:13:21 2018 mmbackup:Completed policy backup run with 0 policy errors, O files failed, 0 severe errors, returning rc=0.
Fri Oct 26 13:13:21 2018 mmbackup:Policy for backup returned © Highest TSM error 0

mmbackup: TSM Summary Information:

Total number of objects inspected: 41
Total number of objects backed up: 31
Total number of objects updated: [¢]
Total number of objects rebound: [¢]
Total number of objects deleted: [¢]
Total number of objects expired: 10
Total number of objects failed: [¢]
Total number of objects encrypted:

Total number of bytes inspected: 731973
Total number of bytes transferred: 739603

Fri Oct 26 13:13:21 2018 mmbackup:analyzing: results from SERVER1.
Fri Oct 26 13:13:21 2018 mmbackup:Copying updated shadow file to the TSM server
Fri Oct 26 13:13:23 2018 mmbackup:Done working with files for TSM Server: SERVER1.
Fri Oct 26 13:13:23 2018 mmbackup:Completed backup and expire jobs.
Fri Oct 26 13:13:23 2018 mmbackup:TSM server SERVER1

had @ failures or excluded paths and returned ©O.

Its shadow database has been updated. Shadow DB state:updated
Fri Oct 26 13:13:23 2018 mmbackup:Completed successfully. TSM exit status: exit 0

mmbacku; Backup of /gpfs/gpfsO completed successfully at Fri Oct 26 13:13:23 EDT 2018.
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4. To perform an incremental backup of the objects in the inode space of the /gpfs/testfs/infs2

directory to the balokl server, issue this command:

mmbackup /gpfs/testfs/infs2

The system displays information similar to:

-t incremental --scope inodespace --tsm-servers balokl

mmbackup:Scanning fileset testfs.indfs2

mmbackup:Determining fileset changes for testfs.indfs2 [balokl].
mmbackup:changed=2, expired=2, unsupported=0 for server [balokl]
mmbackup:Sending files to the TSM server [2 changed, 2 expired].
mmbackup: TSM Summary Information:

Wed May 27 12:58:48
Wed May 27 12:58:53
Wed May 27 12:58:53
Wed May 27 12:58:53

Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number

2015.

2015
2015
2015
2015

of
of
of
of
of
of
of
of
of
of

objects
objects
objects
objects
objects
objects
objects
objects

inspected:
backed up:
updated:
rebound:
deleted:
expired:
failed:
encrypted:

bytes inspected:
bytes transferred:

mmbackup: Backup of /gpfs/testfs/infs2 completed successfully at Wed May 27 12:59:31 EDT

5. To perform an incremental backup of a global snapshot that is called backupsnapé to the balokl
server, issue this command:

mmbackup testfs -t incremental -S backupsnapé6 --scope filesystem --tsm-servers balokl

The system displays information similar to:

mmbackup:Scanning file system testfs

mmbackup:Determining file system changes for testfs [balokl].
mmbackup:changed=130, expired=100, unsupported=0 for server [balokl]
mmbackup:Sending files to the TSM server [130 changed, 100 expired].

Wed May 27 13:08:50
Wed May 27 13:08:53
Wed May 27 13:08:53
Wed May 27 13:08:53

Wed May 27 13:08:59

Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number
Total number

2015
2015
2015
2015

2015

of
of
of
of
of
of
of
of
of
of

mmbackup:Policy for expiry returned 9 Highest TSM error O
mmbackup: TSM Summary Information:

objects
objects
objects
objects
objects
objects
objects
objects

inspected:
backed up:
updated:
rebound:
deleted:
expired:
failed:
encrypted:

bytes inspected:
bytes transferred:

230
130

0

0

0

100

0

0
151552
135290

See also

« “mmapplypolicy command” on page 67

Location
Jusr/lpp/mmfs/bin
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mmbackupconfig command

Collects GPFS file system configuration information.

Synopsis

mmbackupconfig Device -o OutputFile

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description

The mmbackupconfig command, in conjunction with the mmrestoreconfig command, can be used to
collect basic file system configuration information that can later be used to restore the file system. The
configuration information backed up by this command includes block size, replication factors, number and
size of disks, storage pool layout, filesets and junction points, policy rules, quota information, and a
number of other file system attributes.

This command does not back up user data or individual file attributes.

For more information about the mmimgbackup and mmimgrestore commands, see the topic Scale out
Backup and Restore (SOBAR) in the IBM Spectrum Scale: Administration Guide.

Parameters

Device
The device name of the file system to be backed up. File system names need not be fully-qualified.
fs0is as acceptable as /dev/£s0.

This must be the first parameter.

-0 OutputFile
The path name of a file to which the file system information is to be written. This file must be provided
as input to the subsequent mmrestoreconfig command.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmbackupconfig command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

To backup file system fsiam2 to output file backup.config.fsiam2 issue:

mmbackupconfig fsiam2 -o backup.config.fsiam2
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The system displays information similar to:

mmbackupconfig: Processing file system fsiam2 ...

mmbackupconfig: Command successfully completed

See also

« “mmimgbackup command” on page 436

e “mmimgrestore command” on page 440

« “mmrestoreconfig command” on page 619

Location
Just/lpp/mmfs/bin

mmbackupconfig
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mmblock command

Manages the iSCSI block service.

Synopsis

mmblock host add -H | --host-alias HostAlias -i | --iscsi-name iscsiInitiator
or

mmblock host list [-Y]
or

mmblock host remove -H | --host-alias HostAlias
or

mmblock volume add =-v|--volume-name VolumeName -f|--file FilePath
or

mmblock volume remove -v | =--volume-name VolumeName
or

mmblock volume list [-Y]
or

mmblock map-volume add -H|--host-alias HostAlias -v|=--volume-name VolumeName[-1]|--lun LUNID]
or

mmblock map-volume remove -H|--host-alias HostAlias -v|=--volume-name VolumeName
or

mmblock map-volume list {-H | --host-alias HostAlias | -a | =-all} [-f | --file] [-Y]

Availability

Available on all IBM Spectrum Scale editions.

Description

Important: The block service is intended to be used only for the remote booting of diskless nodes. This
service is not intended for performance-critical block storage access, and is not supported for such usage.
Contact IBM if you have questions about your use case and to get instructions for enabling the mmblock
command. To contact IBM, perform one of the following steps:

« Contact an IBM Client Technical Specialist.
« Send an email to scale@us.ibm.com.

The environment in which you plan to use the block service must meet the following requirements:

« The environment is a valid CES environment.
« The block service is used only for diskless boot of an OS image.

Provide information that supports these two requirements when you contact IBM.
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The mmces command supports the iSCSI protocol by the implementation of the BLOCK service. See the
first set of examples at the end of this topic.

The mmblock command manages the BLOCK service and provides the following features:
« Administering block hosts.

« Administering block volumes.

« Administering block volume mappings.

Parameters

host
Administers block hosts.

add
Defines a host.

-H | --host-alias HostAlias
Specifies the name of the host.
-i | --iscsi-name iscsilnitiator
Specifies the name of the iSCSI in the IQN or the EUI format.

list
Lists all the created hosts.
=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.
Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of mnmclidecode. Use the
mmclidecode command to decode the field.
remove

Removes a defined host.

-H | --host-alias HostAlias
Specifies the name of the host that must be deleted.

volume
Manages storage volume objects.

add
Creates a volume.

-v | --volume-name VolumeName
Specifies the name of the volume.

-f | --file FilePath
Specifies the filepath. The filepath must be absolute. For example, /ibm/gpfs/xyz can be

provided as the absolute filepath. Before you run the command, preallocate the file. For

example, use dd if=/dev/zero of=/ibm/gpfs/xyz bs=1M count=1024 to allocate a
file of 1GiB in size.

remove
-V | =-volume-name VolumeName
Specifies the name of the volume that must be removed.
list
Lists all the defined volumes.
=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.
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Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

map-volume
Manages storage volume mappings.

add
Maps a volume to a host.

-H | --host-alias HostAlias
Specifies the name of the host.

-v | -=-volume-name VolumeName
Specifies the name of the volume.

=l | -=lun LUN
Specifies the LUN (Logical Unit Number) of the mapping. The value is an integer starting from
0. If LUN is not provided, the system selects an unused LUN starting from O.

remove
Removes a mapping.

-H | --host-alias HostAlias
Specifies the name of the host.

-v | --volume-name VolumeName
Specifies the name of the volume.
list
Lists the mapping of a host.
-H | --host-alias HostAlias
Specifies the name of the host that must be listed.
-a | -all
Lists the map volume of all the hosts.
-f | --file
Lists the file path of the volume.
=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of nmclidecode. Use the
mmclidecode command to decode the field.

Exit status

0
Successful completion.

Nonzero
A failure occurred.

Security
You must have root authority to run the mmblock command.

The node on which the command is issued must be able to execute remote shell commands on any other
CES node in the cluster without the use of a password and without producing any extraneous messages.
For more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.
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Examples
The following examples show how to use the mmblock command to manage the block service:
1. To add a host:

mmblock host add --host-alias host@ --iscsi-name ign.1994-05.com.example:7c9c9c3c93cl
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmblock host add: The Host 'host@®' was created successfully.

2. To list all the created hosts:
mmblock host list

The system displays the following output:

Host Name Initiator

host0 ign.1994-05.com.example:7c9c9c3c93cl

hostl iqn.2001-04.com.example:diskarrays-sn-a8675309

host2 iqn.2001-04.com.example.storage:tape.sysl.xyz

host4 ign.1995-11.com.example.ssp:customers.4567.disks.107
host5 eui.02004567a425678d

3. To remove a defined host:
mmblock host remove --host-alias hostO
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmblock: The Host 'host®' was removed successfully.

4. To manage the storage volume objects:
mmblock volume add --volume-name voll --file /ibm/gpfs/VOL1
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmblock: The Volume 'voll' was created successfully.

5. To remove a volume:
mmblock volume remove --volume-name voll
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmblock: The Volume 'voll' was removed successfully.

6. To list all the created volumes:
mmblock volume list
The system displays the following output:

Volume Name Backend File

voll /ibm/gpfs/VOL1

7. To map a volume to a host:
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mmblock map-volume add --host-alias hostl --volume-name voll
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmcesblockcmd: The Volume 'voll' was mapped at LUN 1 of Host 'hostl' successfully.

8. To remove a mapping:
mmblock map-volume remove --host-alias hostl --volume-name voll
The system displays the following output:

Configuration successfully updated. Now apply settings on the Protocol nodes.
192.168.40.68: Done
mmblock: The Volume 'voll' was removed from LUN 1 of Host 'hostl' successfully.

9. To list mapping of a host:
mmblock map-volume list --host-alias hostl
The system displays the following output:

LUN Volume Name

1 voll
Location
Just/lpp/mmfs/bin
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mmbuildgpl command

Manages prerequisite packages for Linux and builds the GPFS portability layer.

Synopsis

mmbuildgpl [--quiet] [--build-package] [-v]

Availability

Available on all IBM Spectrum Scale editions. Available and needed only on Linux.

Description

Use the mmbuildgpl command to manage and verify prerequisite packages for Linux and build the GPFS
portability layer. If all packages are installed correctly, nmbuildgpl builds the GPFS portability layer. If
any packages are missing, the package names are displayed. The missing packages can be installed
manually.

Tip: You can configure a cluster to rebuild the GPL automatically whenever a new level of the Linux kernel
is installed or whenever a new level of IBM Spectrum Scale is installed. For more information, see the
description of the autoBuildGPL attribute in the topic mmchconfig command in the IBM Spectrum Scale:
Command and Programming Reference.

Parameters

--quiet
Specifies that when there are any missing packages, the mmbuildgpl command installs the
prerequisite packages automatically by using the default package manager.

--build-package
Builds an installable package (gpfs.gplbin) for the portability layer binaries after compilation is
successful. This option builds an RPM package on SLES and RHEL Linux and a Debian package on
Debian and Ubuntu Linux.

When the command finishes, it displays the location of the generated package as in the following
examples:

Wrote: /root/rpmbuild/RPMS/x86_64/gpfs.gplbin-3.10.0-229.e17.x86_64-5.0.5-x.x86_64.rpm
or

Wrote: /tmp/deb/gpfs.gplbin-4.4.0-127-generic_5.0.5-x_amd64.deb

You can then copy the generated package to other machines for deployment. By default, the
generated package can be deployed only to machines whose architecture, distribution level, Linux
kernel, and IBM Spectrum Scale maintenance level are identical with those of the machine on which
the gpfs.gplbin package was built. However, you can install the generated package on a machine
with a different Linux kernel by setting the MM_INSTALL_ONLY environment variable before you
install the generated package. If you install the gpfs.gplbin package, you do not need to install the
gpfs.gpl package.

Note: During the package generation, temporary files are written to the /tmp/rpm or /tmp/deb
directory, so be sure there is sufficient space available. By default, the generated package goes
to /usr/src/packages/RPMS/<arch> for SUSE Linux Enterprise Server, /usr/src/redhat/RPMS/
<arch> for Red Hat Enterprise Linux, and /tmp/deb for Ubuntu Linux.

Important:
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« The GPFS portability layer is specific to both the current kernel and the GPFS version. If either the
kernel or the GPFS version changes, a new GPFS portability layer needs to be built.

- Although operating system kernels might upgrade to a new version, they are not active until after a
reboot. Thus, a GPFS portability layer for this new kernel must be built after a reboot of the
operating system.

« Before you install a new GPFS portability layer, make sure to uninstall the prior version of the GPFS
portability layer first.

-v
Specifies that the output is verbose and contains information for debugging purposes.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security

You must have root authority to run the mmbuildgpl command.

Examples

To build the GPFS portability layer, issue the mmbuildgpl command with no parameters, as in the
following example:

# mmbuildgpl

Verifying Kernel Header...

kernel version = 31000229 (31000229000000, 3.10.0-229.el7.x86_64, 3.10.0-229)
module include dir = /lib/modules/3.10.0-229.el17.x86_64/build/include

module build dir = /lib/modules/3.10.0-229.el7.x86_64/build

kernel source dir = /usr/src/linux-3.10.0-229.el17.x86_64/include

Found valid kernel header file under /usr/src/kernels/3.10.0-229.el7.x86_64/include
Verifying Compiler...

make is present at /bin/make

cpp is present at /bin/cpp

gcc is present at /bin/gcc

g++ is present at /bin/g++

1d is present at /bin/1ld

Verifying Additional System Headers...

Verifying kernel-headers is installed ...

Command: /bin/rpm -q kernel-headers

The required package kernel-headers is installed

make World ...

make InstallImages ...

See also

« Building the GPFS portability layer on Linux nodes in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide.

Location
Jusx/lpp/mmfs/bin
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mmecachectl command

Displays information about files and directories in the local page pool cache.

Synopsis

mmcachectl
show [--device Device [{--fileset Fileset | --inode-num InodeNum%]] [--show-filename] [-Y]

Availability

Available on all IBM Spectrum Scale editions.

Description

The mmcachectl command displays information about files and directories in the local page pool cache.
You can display information for a single file, for the files in a fileset, or for all the files in a file system. If
you issue mmcachectl show with no parameters, it displays information for all the files in all the file
systems that have file data cached in the local page pool.

The command lists the following information for each file:

« The file system name.

« The fileset ID.

- The inode number.

« The snapshot ID.

« The file type (inode type): file, directory, link, or special.

« The number of instances of the file that are open.

« The number of instances of the file that are open for direct I/0.
» The file size in bytes.

« The size of the file data that is in the page pool in bytes.

« The cache location of the file attributes:

F
The file attributes are stored in the file cache.

FD
The file attributes are stored in the file cache and the file data is stored in the inode (data-in-inode).
For information about data-in-inode, see the topic Use of disk storage and file structure within a
GPFS file system in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

The file attributes are stored in the stat cache. For information about the stat cache, see the topic
Non-pinned memory in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

« The full path name of the file. For a file with multiple hard links, the command displays an asterisk (*)
before the file name to indicate that it is one of the path names of the file. For more information, see the
description of the - -show-filename parameter later in this topic.

Parameters

--device Device
Specifies the device name of a file system for which you want to display information.

--fileset Fileset
Specifies the name of a fileset for which you want to display information.
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--inode-num InodeNum
Specifies the inode number of a file for which you want to display information.

--show-filename
Causes the command to display the full path name of each file.

Note:

 This parameter is supported only on Linux nodes with a Linux kernel of 3.10.0-0123 or later and is
dependent on the path name being available in the Linux directory cache.

- The parameter is not supported on AIX or on the Windows operating system.

Displays the command output in a parseable format with a colon () as a field delimiter. Each column is
described by a header.

Note: Fields that have a colon () are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

Exit status

1]
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmcachectl command.

The node on which you enter the command must be able to execute remote shell commands on any other
administration node in the cluster. It must be able to do so without the use of a password and without
producing any extraneous messages. For more information, see Requirements for administering a GPFS
file system in the IBM Spectrum Scale: Administration Guide.

Examples

1. The following command lists information for all the files in all the file systems that have file data
cached in the local page pool. In this example, the only file system that has data cached in the local
page poolis gpfs_£s0:

# mmcachectl show

FSname Fileset 1Inode SnapID  FileType NumOpen NumDirect Size Cached
Cached

D Instances 10 (Total) (InPagePool)
(InFileCache)
gpfs_£s0 0 40 0 special 1 0 524288 8192 F
gpfs_£s0 (0] 56833 0 file 0 0 0] 0 F
gpfs_£s0 0 0 special 1 0 524288 524288 F
gpfs_£s0 (0] 18229 (0] link (0] 0 14 0 FD
gpfs_£s0 0 0] directory 0] 0 262144 262144 F
gpfs_£s0 0 56836 0 directory 0 0 131072 0 F
gpfs_£s0 [¢] 56832 0 file [¢] 0 166611 0 F
gpfs_£s0 0 39 0 special 1 0 524288 8192 F
gpfs_£s0O 0 40704 0 file 0 0 10 0 FD
gpfs_£s0O 0] 41 0] special 1 0 524288 8192 F
gpfs_£s0 0] 55554 0] directory 0 0 3968 0 FD
gpfs_£s0 0] 42 0 special 0 0 524288 524288 F
gpfs_£s0 0 55552 0 file 0 0 5 0 FD
gpfs_£s0 0 56834 (0] file (0] 0 8192000000 0 F
gpfs_£s0 (0] 55553 (0] file (0] 0 13 0 FD
gpfs_£s0 (0] 22016 (0] file (0] 0 10 0 FD
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2. The following command lists information for all the files in all the file systems that have file data
cached in the local page pool. Because the --show-filename parameter is specified, the command
also lists the full path name of each file in the last column:

# mmcachectl show --show-filename

SnapID

FileType

NumOpen
Instances

NumDirect

Size
(Total)

Cached

(InPagePool)

ached
(InFileCache)

FileName

FSname Fileset Inode
I
gpfs_£s0 [¢] 40
gpfs_£s0 [¢] 56833
gpfs_£s0 [¢]
gpfs_£s0 [¢] 18229
gpfs_£s0 [¢]
gpfs_£s0 [¢] 56836
gpfs_£s0 [¢] 56832
gpfs_Is0 [¢] 39
gpfs_fs0 [¢] 40704
gpfs_fs0 [¢] 41
gpfs_fs0 [¢] 55554
gpfs_fs0 [¢] 42
gpfs_fs0 [¢] 55552
gpfs_£s0 [¢] 56834
gpfs_£s0 [¢] 55553
gpfs_£s0 [¢] 22016
See also

« mmfsadm command in the IBM Spectrum Scale: Problem Determination Guide.

Location
Just/lpp/mmfs/bin

special
file
special
link
directory
directory
file
special
file
special
directory
special
file

file

file

file

CPOOOOROROROOR O

524288
(€]
524288
14
262144
131072

166611
524288

5
8192000000
13

10

* /gpfs_fs0/big_rand_linkl

/gpfs_fs0/test2_soft_link
/gpfs_£s0/
/gpfs_fs0/temp_dir
/gpfs_£s0/bis_csc

/gpfs_£s0/test
/gpfs_£s0/dir
/gpfs_fs0/testl
/gpfs_fs0/big_zero

/gpfs:st/testZ
/gpfs_fs0/test3
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mmecallhome command

Manages the call home operations.

Synopsis
mmcallhome group add groupName server [--node {all | childNode[,childNode...]1%]
or
mmcallhome group list [--long] [-Y]
or
mmcallhome group delete GroupName
or

mmcallhome group auto [--server ServerNamel[,ServerName2...]]
[--nodes $all | ChildNodel[,ChildNode2...]%]
[--force]
[--group-names {groupll[,group2...]%]
[--enable [ {LICENSE | ACCEPT%] |--disable]

or

mmcallhome group change GroupName 3--add-nodes childNodel[,childNode2...]]|
--delete-nodes childNodel[,childNode2...]%...

or
mmcallhome capability list [-Y]
or
mmcallhome capability enable [{LICENSE | ACCEPT%]
or
mmcallhome capability disable
or

mmcallhome info list [-Y]

or
mmcallhome info change { --customer-name CustomerName | --customer-id CustomerId
| --email Email | --country-code CountryCode
| --type { production | test % %...
or

mmcallhome proxy enable [--with-proxy-auth]
or

mmcallhome proxy disable
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or
mmcallhome proxy list [-Y]
or

mmcallhome proxy change { --proxy-location ProxyLocation | --proxy-port ProxyPort
| --proxy-username ProxyUsername | --proxy-password
ProxyPassword % ...

or

mmcallhome schedule list [-Y]
or

mmcallhome schedule add --task { DAILY | WEEKLY | EVENT %
or

mmcallhome schedule delete --task { DAILY | WEEKLY | EVENT %
or

mmcallhome run GatherSend --task { DAILY | WEEKLY %
or

mmcallhome run SendFile --file file [--desc DESC | --pmr {xxxxx.yyy.zzz | TSxxxxrrrrxi]
or

mmcallhome status list [--task { DAILY | WEEKLY | SENDFILE | SENDPMRDATA %]
[--numbers num] [--verbose ] [-Y]

or

mmcallhome status diff [--last-days num]|[--old dcFileName [--new dcFileName]]
[--verbose] [-Y]

or

mmcallhome status delete {--task § DAILY | WEEKLY | SENDFILE | SENDPMRDATA % |
--startTime time | --startTimeBefore time | --all %

or

mmcallhome test connection

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmcallhome command to configure, enable, run, schedule, and monitor call home related tasks
in the IBM Spectrum Scale cluster.

By using this command, predefined data from each node can be collected on a regular basis or on demand
and uploaded to IBM. IBM support and development teams can use this data to understand how the
customers are using IBM Spectrum Scale. In case of issues, the data can be referenced for problem
analysis. The data can also possibly be used to provide advice to customers regarding failure prevention.
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Since an IBM Spectrum Scale cluster consists of multiple nodes, the call home feature introduces the
concept of the call home group to manage them. A call home group consists of one gateway node (which
is defined as a call home node) and one or more client nodes (which are defined as call home child
nodes). The call home node initiates the data collection from the call home child nodes and uploads data
to IBM using the HTTPS protocol. Since the call home group can be configured independently, the group
concept can be used for special conditions, such as for split clusters, that require all the group members
to be on the same side to avoid unnecessary data transfer over large distance. Also, a call home group can
be mapped to a node group or other cluster-specific attributes. The call home node needs to have access
to the external network via port 443. The maximum recommended number of nodes per group is 128.
Each cluster node can be only a member of at most one group. Multiple call home groups can be defined
within an IBM Spectrum Scale cluster.

For more information about the call home feature, see the Monitoring the IBM Spectrum Scale(tm) system
remotely by using call home section in IBM Spectrum Scale: Problem Determination Guide.

Parameters

group
Manages topology with one of the following actions:

add
Creates a call home group, which is a group of nodes consisting of one call home node and
multiple call home child nodes. Multiple call home groups can be configured within an IBM
Spectrum Scale cluster.

The call home node initiates data collection within the call home group and uploads the data
package to the IBM server.

group
Specifies the name of the call home group.

Note: The group name can consist of any alphanumeric characters and these non-

alphanumeric characters: '-','_',and ..

-

Important: The group name cannot be global. Call home uses global as the default name
for the group that contains the global values that are applied to all groups.

server
Specifies the name of the call home server belonging to the call home group.

Note: The server name can consist of any alphanumeric characters and these non-

alphanumeric characters: '-','_', and ",

--node childNode
Specifies the call home child nodes.

-

Note: The child node name can consist of any alphanumeric characters and these non-

alphanumeric characters: '-','_', and ".

-

--node all
Selects all Linux nodes in the IBM Spectrum Scale cluster. When this parameter is omitted,
only the call home node is added to the child node. Additionally, call home node is always
added to the child node group.

list
Displays the configured call home groups.

Note:

If nodes that are members of a call home group are deleted, or their long admin node names
(including domain) are changed, the mmcallhome group list command displays ------
instead of the names of such nodes. In such cases, you must delete the corresponding groups,
and then create new groups if needed. The deletion of the call home groups is not done
automatically, since in some cases this might cause the deletion of the call home groups without
re-creating them.

112 IBM Spectrum Scale 5.0.5: Command and Programming Reference



mmcallhome

--long
Displays the node names as long admin node names. Without --long the node names are listed
as short admin node names.

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of mnmclidecode. Use the
mmclidecode command to decode the field.

delete
Deletes the specified call home group.

GroupName
Specifies the name of the call home group that needs to be deleted.

auto
Enables automatic creation of call home groups.

--server ServerName
Specifies one or more call home servers. Each server must be able to access the IBM call
home servers over the internet. If no server is specified, the system detects call home node
automatically. In this scenario, the system checks if the detected node can access the
internet. If a server is specified, the defined nodes are used as call home nodes without any
further check.

If a proxy is needed, specify the proxy by using the mmcallhome proxy command before
running the mmcallhome group auto command.

Note: If this option is specified, the corresponding nodes are assumed to be able to access the
IBM call home servers over the internet and no further checks in this regard is performed. If
this option is not used, the mmcallhome command tests all potential call home nodes for the
connectivity to the IBM call home servers. In this case, if a proxy is configured via the
mmcallhome proxy command, this proxy is used to check the connectivity, otherwise a
direct connection is attempted.

--nodes
Specifies the names of the call home child nodes to distribute into groups.

all
Specifies that all cluster nodes must be distributed into call home groups.

--force
Creates new groups after deleting the existing groups.

Note: If this option is selected but no server nodes are specified using the - -server option
or detected automatically, the operation is aborted and the existing groups are not deleted.

--group-names
Specifies the names of the call home groups to create. The number of call home group names
must be bigger or equal to the number of created call home groups or the execution of the
mmcallhome group autocommand is aborted with an error. If this option is not specified,
the automatically created groups are named in the following way: autoGroup_1,
autoGroup_2, ...

--enable
Enables the cluster for call home functionality. If no other option is defined, the enable
parameter shows the license and asks for acceptance by default.

LICENSE
Shows license and terminate.

ACCEPT
Does not show license and assumes that the license is accepted.
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--disable
Disable call home.

Note: All groups are disabled.

change
Changes an existing call home group by adding new child nodes to it or removing existing child

nodes from the group.

GroupName
Specifies the name of an existing call home group.

--add-nodes ChildNodel|,ChildNode2...]
Specifies the cluster nodes to add to the call home group as call home child nodes.

--delete-nodes ChildNodel[,ChildNode2...]
Specifies the call home child nodes that belong to the specified group, and must be

removed.
capability
Manages the overall call home activities with one of the following actions:
list

Displays the configured customer information such as the current enable or disable status, call
home node, and call home child nodes.
=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of nmclidecode. Use the
mmclidecode command to decode the field.

enable
Enables the call home service.

Note: When you run the mmcallhome capability enable command, you are required to
accept a data privacy disclaimer. For more information, see the Data privacy with call home
section in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

disable
Disables the currently running call home service.

info
Manages customer data with one of the following actions:

list
Displays the configured parameter values.
=Y
Displays the command output in a parseable format with a colon (;) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of nmclidecode. Use the
mmclidecode command to decode the field.

change
Sets parameter values.

[--key value]
Indicates a placeholder pointing to the following table:
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Table 11. Key-value

Key Value

customer-name Business/company name

This name can consist of any alphanumeric characters
and these non-alphanumeric characters: '-,'_, ', ', )

— )

customer-id Customer ID

This can consist of any alphanumeric characters and
the following non-alphanumeric characters:

In special cases, the following customer IDs should be
used:

« For developer edition: DEVLIC

- For test edition for customers who are trying IBM
Spectrum Scale before buying: TRYBUY

email Group or task e-mail address only.

Ensure that the call home contact information is not a
personal e-mail address, and is directed towards a
group or task e-mail address. For example,
itsupport@mycompanyname.com.

country-code The country code in the ISO 3166-1 alpha-2 format.
For example, US for USA, DE for Germany. For more
details, see ISO 3166-1 alpha-2.

The country code must correspond to the contact
country. The contact country information can be found
in the same source where the customer ID is found.
Since the customer number is not unique throughout
all countries, a country code is also required to
unambiguously identify a customer.

type Marks the respective call home cluster as a test or a
production system. In case this parameter is not
explicitly set, the value is set to production by default.

proxy

Configures proxy-related parameters with one of the following actions:

enable
Enables call home to use a proxy for its uploads. Requires the call home settings proxy -
locationand proxy-port to be defined.

[--with-proxy-auth]
Enables user ID and password authentication to the proxy server. Requires the call home
settings proxy-username and proxy-password to be set.

disable
Disables proxy access.

list
Displays the currently configured proxy-related parameter values.
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Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of nmclidecode. Use the
mmclidecode command to decode the field.

change
Modifies the proxy configuration.

[--key value]
Indicates a placeholder pointing to the table below.

Table 12. key-value

Key Value

proxy-location Proxy server address (IP address/fully qualified domain
name)

proxy-port Proxy server port number

proxy-username Proxy server user name

This name can consist of any alphanumeric and non-
alphanumeric characters.

proxy-password Proxy server password

This can consist of any alphanumeric and non-
alphanumeric characters.

schedule
Configures scheduling of call home tasks with one of the following actions:

list
Shows if the scheduled data collection tasks or the event-based uploads feature are enabled. For

more information about the collected information, see the Types of call home data upload section
in the IBM Spectrum Scale: Problem Determination Guide

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of mmclidecode. Use the
mmclidecode command to decode the field.

add --task {DAILY | WEEKLY | EVENT}

Enables the specified scheduled task. The specified task can be a daily or weekly data collection
and upload operation, or an event-based mini-snap creation.

delete --task {DAILY | WEEKLY | EVENT}

Disables the specified scheduled task. The specified task can be a daily or weekly data collection
and upload operation, or an event-based mini-snap creation.

run
Executes one-time gather or send tasks with one of the following options:

GatherSend
Executes a one-time gather-send task, which collects the predefined data and uploads it.
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--task daily
Chooses the data to be uploaded, as specified under the daily and all data collection
schedules. For more information about the daily and all data collection schedules, see the
Scheduled data upload section in the IBM Spectrum Scale: Problem Determination Guide.

--task weekly
Chooses the data to be uploaded, as specified under the weekly and all data collection
schedules. For more information about the daily and all data collection schedules, see the
Scheduled data upload section in the IBM Spectrum Scale: Problem Determination Guide.

SendFile
Uploads a specified file to IBM. The maximum file size is limited to 8 GiB from the IBM server side,
but this limit might be increased in the future.
--file file
Specifies the name of the file that needs to be uploaded.
Note: The name can consist of any alphanumeric characters and these non-alphanumeric

characters: '-', ' !,

[--desc DESC]
Specifies the description of the file that needs to be uploaded. This is added to the data
package file name.

Note: This text can consist of any alphanumeric characters and these non-alphanumeric

characters: '-',' ', '\, ',

[--pmr {xxxxx.yyy.zzz | TSxxxxxxxxx}]
Specifies either the dot-delimited PMR descriptor, where x, y and z could be digits, and y might
additionally be a letter, or a Salesforce case descriptor, where each x is a digit.

status
Displays status of the call home tasks with one of the following options:
list
Displays the status of the currently running and the already completed call home tasks.

--task {DAILY | WEEKLY | SENDFILE | SENDPMRDATA}
Specifies the requested call home task type. The following types are available:

DAILY

Daily executed scheduled uploads.
WEEKLY

Weekly executed scheduled uploads.

SENDFILE
Files that are sent on demand, that are not PMR related or Salesforce case related.

SENDPMRDATA
Files that are sent on demand, that are either PMR related or Salesforce case related.

[--numbers num]
Specifies the maximum number of latest tasks that can be listed for each requested task type.

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.
Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters
that might be encoded, see the command documentation of nmclidecode. Use the
mmclidecode command to decode the field.

--verbose

Lists additional information.

When the mmcallhome status list --verbose command is executed, the following information
is shown in the output:
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Group: The name of the call home group where the task was executed.
Task: Type of the executed call home task: DAILY, WEEKLY, SENDFILE or SENDPMRDATA.

Start Time: A time stamp, specifying the start time of the call home task. This timestamp is also
used to uniquely identify a call home task within a call home group.

Updated Time: A time stamp of the last status update for the corresponding task.
Status: You can get one of the following values as status information:

— success

— running

- failed

— minor error

— aborted

RC or Step:

— For atask that is currently running, the current execution step is displayed.
— For a successful task, RC=0 is displayed.

— For a failed task, the failure details are displayed.

Package File Name: Name of the created data package to be uploaded.
Original Filename: Name of the transferred file for the SendFile tasks.

diff

Displays the configuration difference between any of the following data collection files:

« DAILY
» WEEKLY
« HEARTBEAT

When this command is specified without any option other than --verbose or -Y, it compares the
latest two call home data collection files, and prints out the difference.

--last-days num

Specifies the call home data collection file that was created num days back to compare with
the most recent one.

--old dcFileName

Specifies the file name of the call home data collection file to compare with the most recent
file. The first file that matches is selected. Either the full filename or just a substring such as
the creation date in the format 20200229 can be specified.

Note: If the next option - -new <dcFileName> is also specified, this data collection file is
selected instead of the most recent data file to compare with the old call home data collection
file.

--new dcFileName
This parameter can only be used in combination with --0ld dcFileName option. If denoted,
the specified data collection file is compared with the file specified using the - =old option,
instead of the most recent one. The selected file must be newer than the one specified with - -
old option.

--verbose
Print out a more verbose output. Instead of just the name of the configuration object that was
deleted or created all its detailed fields are printed out.

=Y
Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.
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delete
Deletes the status log entries for the specified tasks:

--task {DAILY | WEEKLY | SENDFILE | SENDPMRDATA}
Specifies the task type, for which the status log entries should be deleted.

--startTime starttime
Specifies the start time of the log to delete.

--startTimeBefore starttime
All logs older than the time specified by this option are deleted.

--all
All logs are deleted.

test
Executes detailed system checks:

connection

Checks the connectivity to the IBM e-support infrastructure. A proxy is used if the call home proxy
settings are enabled. If the proxy setting is disabled, direct connections are attempted.

If this command is executed from a node that is a member of a currently existing call home group,
the system performs the connectivity check for the call home master node of this group. If this
command is executed from a node that is not a member of any existing call home group, the
system performs a connectivity check for this node, and checks if it can become a call home
master node.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmcallhome command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. To configure a call home group, issue this command:
mmcallhome group add groupl test-11 --node test-11,test-12,test-13
The system displays output similar to this:
Call home group groupl has been created
2. To view the configured call home groups, issue this command:
mmcallhome group list

The system displays output similar to this:

Call Home Group Call Home Node Call Home Child Nodes

groupl test-11 test-11, test-12,test-13
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You can also give the same command with the --1ong option to view the configured call home
groups with their long names:

mmcallhome group list --long

The system displays output similar to this:

Call Home Group Call Home Node Call Home Child
Nodes
groupl test-11.localnet.com  test-11.localnet.com,test-12.localnet.com,

test-13.localnet.com

3. To change customer information such as customer name, customer ID, country code, and the system
type, issue this command:

mmcallhome info change --customer-name "SpectrumScaleTest"
--customer-id "1234" --country-code "JP" --type production

The system displays output similar to this:

Success

Call home country-code has been set to JP

Call home customer-id has been set to 1234

Call home customer-name has been set to SpectrumScaleTest
Call home type has been set to production

4. To view the customer information, issue this command:

mmcallhome info list

The system displays output similar to this:

group customerName customerID email countryCode  type

global SpectrumScaleTest 1234 unknown JP production
5. To create a call home group automatically, issue this command:
mmcallhome group auto

The system displays output similar to this:

[I] Analysing the cluster...
[I] Creating <1> new call home groups:
[I] Call home child nodes = g5020-31.localnet.com,
g5020-32.1ocalnet.com,g5020-34.1ocalnet.com
[I] Call home group autoGroup_1 has been created
[I] Nodes without call home: <1> (g5020-33.localnet.com)
[I] Updating call home node classes...
g5020-32.1ocalnet.com:
Q0S configuration has been installed and broadcast to all nodes.
g5020-32.1ocalnet.com:
Q0S configuration has been installed and broadcast to all nodes.
[I] The automatic group creation completed successfully.

6. To create a call home group automatically and enable the cluster for call home functionality by
displaying options for acceptance, issue this command:

mmcallhome group auto --enable

The system displays output similar to this:

By accepting this request, you agree to activate the Call Home Feature of the
Program and allow IBM and its subsidiaries to store and use your contact information
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and your support information anywhere they do business worldwide as further

described in the Program license agreement and the documentation page

"Data privacy with Call Home". If you agree, please respond with "accept" for acceptance,
else with "not accepted" to decline.

(accept / not accepted)

accept

[I] Analysing the cluster...

[I] Creating <1> new call home groups:

[I] Call home child nodes = g5020-31.localnet.com,
g5020-32.1ocalnet.com,g5020-34.1ocalnet.com

[I] Call home group autoGroup_1 has been created

[I] Nodes without call home: <1> (g5020-33.localnet.com)

[I] Updating call home node classes...

g5020-32.1ocalnet.com: Q0S configuration has

been installed and broadcast to all nodes.

g5020-32.1ocalnet.com: QO0S configuration has

been installed and broadcast to all nodes.

[I] The automatic group creation completed successfully.

Call home enabled has been set to true

Additional messages:
License was accepted. Call home enabled.

Note: To accept the call home functionality, type accept manually. Type mmcallhome group auto
--enable accept to avoid the explicit acceptance from the user.

7. To use create new group after deleting the existing group, issue this command:
mmcallhome group auto --force

The system displays output similar to this:

[I] Analysing the cluster...

[I] Deleting old call home groups (--force mode)

[I] Creating <1> new call home groups:

[I] Call home child nodes = g5020-31.localnet.com,
g5020-32.1ocalnet.com,g5020-34.1ocalnet.com

[I] Call home group autoGroup_1 has been created

[I] Nodes without call home: <1> (g5020-33.localnet.com)

[I] Updating call home node classes...

[I] The automatic group creation completed successfully.

8. To enable the call home service, issue this command:
mmcallhome capability enable
The system displays output similar to this:

By accepting this request, you agree to activate the Call Home Feature of the
Program and allow IBM and its subsidiaries to store and use your contact information
and your support information anywhere they do business worldwide as further
described in the Program license agreement and the documentation page
"Data privacy with Call Home". If you agree, please respond with "accept" for acceptance,
else with "not accepted" to decline.
(accept / not accepted)

accept
Call home enabled has been set to true

Additional messages:
License was accepted. Callhome enabled.

9. To register a daily task with cron, issue this command:
mmcallhome schedule add --task daily
The system displays output similar to this:
Call home daily has been set to enabled

10. To register a weekly task with cron, issue this command:
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mmcallhome schedule add --task weekly
The system displays output similar to this:
Call home weekly has been set to enabled
11. To list the registered tasks for gather-send, issue this command:
mmcallhome schedule list

The system displays output similar to this:

group scheduleType isEnabled

global daily enabled
global  weekly enabled
global event enabled

12. To set the parameters for the proxy server, issue this command:

mmcallhome proxy change --proxy-location okapi --proxy-port 80
--proxy-username root --proxy-password <password>

The system displays output similar to this:

Call home proxy-port has been set to 80

Call home proxy-username has been set to root

Call home proxy-password has been set to <password>
Call home proxy-location has been set to okapi

13. To view the proxy server parameters, issue this command:
mmcallhome proxy list

The system displays output similar to this:

group proxyAuthEnabled proxyEnabled proxylLocation proxyPort proxyUsername

14. To invoke a one-time gather-send task, issue this command:
mmcallhome run GatherSend --task daily
The system displays output similar to this:
One time run completed with success
15. To run one-time send command to upload a file, issue this command:
mmcallhome run SendFile --file /ibm/gpfsO/testDir/testFile --desc MyTestData

The system displays output similar to this:

Running sendFile... (In case of network errors, it may take over 20 minutes for retries.)
Successfully uploaded the given file
Run mmcallhome status list --verbose to see the package name

16. To view the status of the currently running and the already completed call home tasks, issue this
command:

mmcallhome status list

The system displays output similar to this:

122 IBM Spectrum Scale 5.0.5: Command and Programming Reference



mmcallhome

=== Executed call home tasks ===

Group Task Start Time Status
autoGroup_1 daily 20181212021402.015 success
autoGroup_1 weekly 20181203110048.724 success
autoGroup_1  sendfile 20181203105920.936  success
autoGroup_1 SendPMRData 20181212141347.236 success

17. To test the connection, issue this command:
mmcallhome test connection

The system displays output similar to this:

Starting connectivity test between the call home node and IBM
Call home node: g5020-31.localnet.com
Starting time: Fri Aug 31 17:09:58 2018

Testing direct connection
Testing <prefix Edge_SP_Config>:
Edge_SP_Config 1: 129.42.56.189 OK

Testing <prefix Edge_Profile>:
Edge_Profile_1: 129.42.56.189 0K

Testing <prefix Edge_Status_Report>:
Edge_Status_Report_1: 129.42.56.189 OK

End time: Fri Aug 31 17:10:06 2018

18. To list the differences between two call home data collection files of different date, issue this
command:

# mmcallhome status diff --new 20200131 --old 20200129 -v
The system displays an output similar to the following:

Cluster Data (modified)

Sdrfs Gennumber : 43

Fs Data

Device Name =

--> 55

gpfs® (modified)

Quota Option no --> userquota;groupquota;filesetquota;perfileset
Perfileset Quota no --> yes
Mount Options : w,relatime,mtime -->

rw,relatime,mtime,userquota;groupquota;filesetquota;perfileset

Device Name =

mari (created)

Rw Options DoTw
Mount Options : rw,atime,mtime,userquota;groupquota;filesetquota,nfssync, nodev
Drive Letter : N/A

Datatype

: sdrq_fs_info

Perfileset Quota no
Mount Point : /mnt/mari
Device Name : mari

Quota Option

userquota;groupquota;filesetquota

Automount Option . yes
Mtime Option : mtime
Fs Type : local
Dmapi Enabled : no
Atime Option : atime
Maintenance Mode I no
Device Minor Number : 152

Other Mount Options
Owning Cluster Name
Remote Device Name

Nodeclass Data

Nodeclass =

nfssync,nodev

; gpfs-cluster-2.localnet.com
: mari

GUI_MGMT_SERVERS (modified)
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Allmembers : mari-23.localnet.com --> mari-23.localnet.com,mari-22.localnet.com
Membernodes : mari-23.localnet.com --> mari-23.localnet.com,mari-22.localnet.com
See also

« “mmchconfig command” on page 161

« “mmlscluster command” on page 469

« “mmlsconfig command” on page 472

* “mmnfs command” on page 541

* “mmobj command” on page 554

* “mmsmb command” on page 654

« “mmuserauth command” on page 683

Location
/Jusx/lpp/mmEs/bin
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mmces

Manage CES (Cluster Export Services) configuration.

Synopsis

mmces service enable {NFS | OBJ | SMB | BLOCK | HDFS%
or

mmces service disable {NFS | OBJ | SMB | BLOCK | HDFS%[--force]
or

mmces service {start | stop} {NFS | OBJ | SMB | BLOCK | HDFS}

[-N {Node[,Node...] | NodeFile | NodeClass}t | -a]

or

mmces service list [-N {Node[,Node...] | NodeFile | NodeClasst | -a] [-Y] [--verbose]
or

mmces node {suspend [--stop ] | resume [--start ]}

[-N {Node[,Node...] | NodeFile | NodeClass} | -a]

or

mmces node list [-Y] [--ces-group Group[,Group...]] [--verbose]
or

mmces log level [new-level]
or

mmces address add [--ces-node Node] [--attribute Attribue]

[--ces-group Group] --ces-ip $IP[,IP...]1%

or

mmces address remove --ces-ip {IP[,IP...]%
or

mmces address move --ces-ip {IP[,IP...]} --ces-node Node
or

mmces address move --rebalance
or

mmces address change --ces-ip IP [,IP...]

[--attribute Attribute[,Attribute...]]
[--ces-group Group]
mmces address change --ces-ip IP [,IP...]

[--remove-attribute]
[--remove-group]
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or

mmces

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

or

mmces

address list [-N {Node[,Node...]| NodeFile | NodeClass}t | -al] [-Y]

address list [--ces-ip IP[,IP...]] [--ces-group Group[,Group...]]
[--attribute Attribute[,Attribute...]]
[--by-node | [--extended-list | --full-list] -Y]

address policy [none | balanced-load | node-affinity | even-coverage]

state show §NFS | OBJ | SMB | BLOCK | AUTH | AUTH_OBJ
[NETWORK | CES | HDFS | HDFS_NAMENODE}
[-N {Node[,Node...] | NodeFile | NodeClasst | -a] [-Y]

state cluster {NFS | 0BJ | SMB | BLOCK | AUTH | AUTH_OBJ
INETWORK | CES | HDFS | HDFS_NAMENODE} [-Y]

interface mode {interface |legacy}[--force]

interface mode legacy --clear[--force]

interface list [--by-node Nodell[,Node2...]]
[--by-group {Groupl[,Group2...]| ALL | ANY | NONE %]

interface add --nic NIC1, [NIC2...]
[--ces-group Groupl[,Group2...] ]
[--ces-node Nodel[,Node2...]]
[--foxce]

interface remove --nic NICI[,NIC2...]
[--ces-node Nodel[,Node2...]]
[--foxce]

interface check

events active [NFS | OBJ | SMB | BLOCK | AUTH | AUTH_OBJ |NETWORK | HDFS]
[-N {Node[,Node...] | NodeFile | NodeClasst | -a]

events list [NFS | OBJ | SMB | BLOCK | AUTH | AUTH_OBJ |NETWORK | HDFS]
[-Y] [--time {hour | day | week | month%]
[--severity {INFO | WARNING | ERROR | SEVERE}]
[-N {Node[,Node...] | NodeFile | NodeClass? | -al]
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Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmces command to manage protocol addresses, services, node state, logging level and load
balancing. Assignment of the CES addresses to the network adapters is done by the CES base address
specified in CES legacy mode, or by a user-specified configuration in the CES interface mode. The
protocol functions provided in this command, or any similar command, are generally referred to as CES
(Cluster Export Services). For example, protocol node and CES node are functionally equivalent terms.
Before using the mmces command, CES has to be installed and configured in the system. For more
information on how to install CES, see the Installing Cluster Export Services as part of installing IBM
Spectrum Scale on Linux systems section in the IBM Spectrum Scale: Concepts, Planning, and Installation
Guide.

CES currently supports the NFS, SMB, BLOCK, HDFS, and Object services. Each service can be enabled or
disabled with the mmces sexvice command. Enabling a service is a CES cluster-wide operation. In
addition, enabled services can be started and stopped on individual nodes.

Clients access the CES services using one or more IP addresses in the CES address pool. Addresses can
be added to and removed from the pool using the mmces address add and mmces address remove
commands. Existing addresses can be reassigned to another node with the mmces address move
command.

Addresses can have one or more attributes associated with them. An address attribute is a tag that the
services can identify a specific address as having a special meaning, which is defined by the service
protocol. Addresses can have multiple attributes, but an attribute can only be associated with a single
address. The supported attributes are object_singleton_node, object_database_node, and
HDFS-related attributes. The HDFS-related attributes are assigned automatically. These attributes are
used to manage HDFS and object protocol-related services. For more information, see the Object services
and object protocol nodes table in the Understanding and managing Object services section in the IBM
Spectrum Scale: Administration Guide.

Addresses can have a policy associated with them, and that policy determines how addresses are
automatically distributed. The allowed policies are none, balanced-1load, node-affinity, and even-
coverage. A policy of none means addresses are not distributed automatically.

The assignment of addresses to a Network Interface Controller (NIC) can be done by using one of these
two modes:

« CES legacy mode

An address with the same subnet mask as the CES addresses, called the CES Base Address, is defined
on each CES node. CES addresses are assigned to a NIC where the CES Base Address is hosted. In this
mode, only IPv4 addresses are supported and no other non-CES address with the same subnet mask as
the CES Base Address should exist on CES nodes.

« CES interface mode

The customer defines one or more individual NICs on each CES node. The CES addresses are assigned
to these NICs. To manage subnets, like it is currently done for CES nodes, a NIC can be a member of one
or more CES groups. In this case a CES address can only be assigned to a NIC if the NIC is in the same
group as the CES address. In this mode IPv6 and IPv4 addresses are supported.

Note: The address balancing done by policies works node-wide. This means that if a CES address can
be hosted on different NICs on the same node, the NIC where the address is hosted is not defined. Well-
defined address assignment on a node with multiple NICs is achieved by the usage of CES group.

Transitioning from legacy mode to interface mode: In a legacy mode, no IPvé6 addresses can be added.
You can switch from the legacy mode to the interface mode only if you have a valid NIC configuration. To
switch from a legacy mode to an interface mode, add the NIC first and then switch the CES mode to
interface. When the NICs are specified in the legacy mode you are in transition. This state is allowed but
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not recommended. You must switch to the interface mode, or remove the NIC configuration by using the
mmces interface mode interface command.

Transitioning from interface mode to legacy mode: Use the mmces interface mode legacy --
foxrce command to switch back to the legacy mode while keeping the NIC assignment. The mmces
interface mode legacy --force command deletes the NIC configuration and sets the cluster in
legacy mode. Transitioning from the interface mode to the legacy mode unassigns all the IPv6 addresses.
If you do not have CES Base Addresses, all the IPv4 addresses are also unassigned.

Use the mmces interface command to manage CES modes and NIC assignment.

A CES node can be placed in a suspended state. When a node is in suspended state, all of the CES
addresses for that node are reassigned to other nodes, or set to unassigned. The node will not accept new
address assignments. Any services that are started when the node is suspended continue to run, except
mmcesmonitord. The mmcesmonitoxrd service is stopped, and the lock on the sharedRoot file system
is released. The sharedRoot file system is still mounted, but can be unmounted. The suspended state is
persistent, which means nodes remain suspended following a reboot. After a reboot no services are
running on a suspended node. However, if a node is not suspended, the services that were enabled on the
nodes are restarted after the reboot.

The presence of a CES IP on a name node in an HDFS group activates the HDFS service. When there are
multiple name nodes in an HDFS group, only the name node which has a CESIP assigned to it can be
active. The absence of a CES IP deactivates the HDFS service from that name node. An HDFS group has
the prefix hdfs followed by at least one alphabetical or numeric character. For example, hdfsbdal. You
can assign a group or an attribute to a CES IP. If an HDFS group is assigned or unassigned from a CES IP,
the related attribute is also assigned or unassigned automatically. A CES IP assigned to an HDFS group
must not have any attributes other than the ones automatically assigned. An HDFS group must be
assigned only once to all the CES IPs in the cluster.

Parameters

service
Manages protocol services with one of the following actions:

enable
Enables and starts the specified service on all CES nodes.

disable
Disables and stops the specified service on all CES nodes.

Note: Disabling a service will discard any configuration data from the CES cluster and needs to be
used with caution. If applicable, backup any relevant configuration data. Subsequent service
enablement will start with a clean configuration.

--force
Allows the service disable action to go through without confirmation from the user.

start
Starts the specified service on the nodes specified. If neither the -N or -a parameters are
specified, the service is started on the local node.

stop
Stops the specified service on the nodes specified. If neither the -N or -a parameters are
specified, the service is stopped on the local node.

Note: If a service is stopped on a node that has CES addresses assigned, clients will not be able to
access the service using any of the addresses assigned to that node. Access to the data from
clients is not possible any more for services that are stopped. This state is not persistent, so after
a reboot all the services become active again.

list
Lists the state of the enabled services.
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node
Manages CES node state with one of the following actions:

suspend
Suspends the specified nodes. If neither the -N or -a parameters are specified, only the local
node is suspended. The -a stands for all CES nodes.

When a node is suspended, all addresses assigned to the node are reassigned to other nodes, or
set to unassigned. The node will not accept any subsequent address assignments. Suspending a
node triggers CES protocol recovery if the node has CES addresses assigned. This does not stop

any services or the mmces monitor daemon.

If the - -stop option is added to the suspend command, all the CES services including the mmces
monitor daemon are stopped. This releases the lock on the sharedRoot file system, and it can be
unmounted without further actions. The sharedRoot file system is still mounted, but can be
unmounted.

Note: After a reboot no services are running on a suspended node. However, if a node is not
suspended, the services that were enabled on the nodes are restarted after the reboot.

resume
Resumes the node so that CES IPs can be retrieved and starts the mmces monitor daemon if it is
not running.

Using the - -start option starts all the enabled protocols. The mmces monitor daemon is also
started, if it is not already running. However, if at least one protocol was not successfully started,
then all the protocols that were already running are also stopped.

list
Lists the specified nodes along with their current node state. If the -N parameter is not specified,
all nodes are listed.

verbose
Lists the addresses assigned to the nodes.

--ces-group
Lists the nodes belonging to the specified groups.

log level
Sets the CES log level, which determines the amount of CES related information that is logged in the
file, /var/adm/ras/mmfs.log.latest. The log level values can range from 0, which is the default
value, to 3. Increasing the log level adds to the information being logged.

The values are defined as follows:

level 0
Logs only non-repeated errors and non-repeated warnings. The non-repeated warnings indicate
faulty behavior. Information about the state of an action is also logged during startup and
shutdown.

level 1
Logs all errors and all non-repeated warnings.

level 2
Logs all warnings.

level 3
Logs all important debug information.

Important: A higher log level logs the data of all the lower log levels. Therefore, log level 1 includes
the information of log level 0, log level 2 includes the information of log level 1 and log level 0, and so
on.

The following status information is also accumulated in the log:

error
When an event that degrades the functionality of the system has occurred.
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warning
When an unexpected event has occurred. However, this event does not degrade the functionality
of the system. For example, an error was solved by a retry.

information
Documents the result of an operation. This is logged during startup and shutdown or in log level 3.
address
Manages CES addresses with one of the following actions:
add

Adds the addresses specified by the - -ces-ip parameter to the CES address pool and assigns
them to a node. The node to which an address is assigned will configure its network interfaces to
accept network communication destined for the address. CES addresses must be different from IP
addresses used for GPFS or CNFS communication.

If - -ces-node is specified with add, all addresses specified with the - -ces-ip parameter will
be assigned to this node. If - -ces-node is not specified, the addresses will be distributed among
the CES nodes.

If an attribute is specified with - -attribute, there can only be one address specified with the
--ces-1ip parameter.

If --ces-group is specified with add, all new addresses will be associated with the specified
group. The result can be viewed with the mmces address list command.

Note: The provided addresses or host names must be resolvable by forward and reverse name
resolution (DNS or /etc/hosts on all CES nodes). Otherwise you get the following error
message:

Cannot resolve <ip address>; Name or service not known

You can also perform a manual check by running the following command: mmcmi host <ip
address>.

Ensure that the netmask (PREFIX) setting in the ifcfg-<interface> files is correct.

remove
Removes the addresses specified by the - -ces-ip parameter from the CES address pool. The
node to which the address is assigned reconfigures its network interfaces to no longer accept
communication for that address.

move
Moves addresses.

If the - -ces-1ip parameter is specified, the addresses specified by IP are moved from one CES
node to another. The addresses are reassigned to the node specified by the - -ces-node
parameter.

If the - -rebalance parameter is specified, the addresses are distributed within 60 seconds
based on the currently configured distribution policy. If the policy is currently undefined or none,
the even-coverage policy is applied.

Note: The information about the address movement is printed after the rebalance is done. The
address movement is also done in the background periodically.

Use this command with caution because IP movement will trigger CES protocol recovery.

change
Changes or removes address attributes.

If the - -ces-1ip parameter is specified:

« The command associates the attributes that are specified by the - -attribute parameter with
the address that is specified by the - -ces-ip parameter. If an attribute is already associated
with another address, that association is ended.
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« Ifthe --remove-attribute parameter is specified, the command removes the attributes that
are specified by the - -attribute parameter from the addresses that are specified by the - -
ces-ip parameter.

« The command associates the groups that are specified by the - -ces-group parameter with the
address that is specified by the - -ces-ip parameter

- Ifthe --remove-group parameter is specified, the command removes the groups that are
specified by the --ces-group parameter from the addresses that are specified by the --ces-
ip parameter.

If the - -ces-1ip parameter is not specified:

- Ifthe --remove-attribute parameteris specified, the command removes the attributes that
are specified by the - -attribute parameter from their current associations.

- Ifthe --remove-group parameter is specified, the command removes the groups that are
specified by the - -group parameter from their current associations.

« Specifying - -remove-group with the groups specified by the - -group parameter removes the
groups from their current associations.

list
Lists the CES addresses along with group, attribute and node assignments.

Options:

--ces-1ip List only the addresses provided.

--ces-group List only addresses whose group assignment matches one of the groups
provided.

--attribute List only addresses whose attributes match one of the attributes provided.
--by-node List addresses by node, using the output format from IBM Spectrum Scale V4.1.1
and later.

--extended-1ist Lists the preferred node of the given address in a new column if the
address balancing mode optionis setto node-affinity.

--full-1ist Lists the information about the preferred node and the node names where the
given address could not be hosted in two new columns.

Note: The [-N {Node[,Node...]| NodeFile | NodeClass| -a] optionis deprecated for
IBM Spectrum Scale version 4.2.3 and might be removed in a later release.

policy
Sets the CES address distribution policy.

state
Shows the state of one or more nodes in the cluster.

show
Shows the state of the specified service on the nodes specified. If no service is specified, all
services will be displayed. If neither the -N or -a parameters are specified, the state of the local
node is shown.

cluster
Shows the combined state for the services across the whole CES cluster. If no service is specified
an aggregated state will be displayed for each service, where healthy means the service is healthy
on all nodes, degraded means the service is not healthy on one or all nodes, and failed means that
the service is not available on any node. If a service is specified the state of that service will be
listed for each node, along with the name of any event that is contributing to an unhealthy state.

--ces-node
Indicates that the command applies only to the specified CES node name.

--attribute
Specifies either a single attribute or a comma-separated list of attributes as indicated in the
command syntax.
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--ces-ip
Specifies either a single or comma-separated list of DNS qualified host names or IP addresses as
indicated in the command syntax.

--rebalance
Distributes addresses immediately based on the currently configured distribution policy. If the
policy is currently undefined or none, the even-covexrage policy is applied.

none
Specifies that addresses are not distributed automatically.

balanced-load
Distributes addresses dynamically in order to approach an optimized load distribution throughout
the cluster. The network and CPU load on all the nodes is monitored and addresses are moved
based on given policies.

Addresses that were recently moved or addresses with attributes are not moved.

node-affinity
Attempts to keep addresses associated with the node to which they were assigned. Address node
associations are created with the - -ces-node parameter of the mmces address add command
or the mmces address move command. Automatic movements of addresses do not change the
association. Addresses that were enabled without a node specification do not have a node
association. Addresses that are associated with a node but assigned to a different node are moved
back to the associated node.

Addresses that were recently moved or addresses with attributes are not moved.

even-coverage
Attempts to evenly distribute all of the addresses among the available nodes.

Addresses that were recently moved or addresses with attributes are not moved.

--remove-attribute
Indicates that the specified attributes should be removed.

=N {Nodel,Node...] | NodeFile | NodeClass}
Indicates that the command applies only to the specified node names.

For general information on how to specify node names, see Specifying nodes as input to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

-a

Specifies that the command applies to all CES nodes.
NFS

Specifies that the command applies to the NFS service.
0oBJ

Specifies that the command applies to the Object service.
SMB

Specifies that the command applies to the SMB service.
BLOCK

Specifies that the command applies to the BLOCK service.
AUTH

Specifies that the command applies to the AUTH service.
NETWORK

Specifies that the command applies to the NETWORK service.
CES

Specifies that the command applies to the CES service.
--verbose

Specifies that the output is verbose.
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new-level
Sets the log level to a new value. If the new-level parameter is not specified, the current log level is
displayed.

Displays the command output in a parseable format with a colon (:) as a field delimiter. Each
column is described by a header.

Note: Fields that have a colon (:) are encoded to prevent confusion. For the set of characters that
might be encoded, see the command documentation of mmclidecode. Use the mmclidecode
command to decode the field.

--time
Lists the previous events from one of the following intervals:

hour
Lists the events from the past hour.

day
Lists the events from the past day.

week
Lists the events from the past week.

month
Lists the events from the past month.

The events are listed whether or not they are currently contributing to the state of a component.

interface
Shows the state of one or more nodes in the cluster.

mode
Manage the CES mode.

legacy
Set the cluster in CEC legacy mode. IPv6 support is disabaled.

Address assignment is done by CES Base Addresses. If the command is executed in the
interface mode it is rejected, because CES cannot verify if CES Base Addresses are assigned.

interface
Set the cluster in CES interface mode and supports IPv6 addresses.

Address assignment is done by NIC configuration. The command is rejected if problems occur
in the CES address assignments when this command is executed.

--clear
Remove the CES NIC configuration and set the cluster to legacy mode. This command
requests user validation.

--force
Overwrites any check or request for user validation.

list
Shows the CES mode. The CES mode is either legacy or interface.

--by-node
Displays the CES mode for the specified node or nodes.

--by-group
Displays the CES mode for the specified group or groups.

ALL
Display all the NICs with at least one group assigned to them.

ANY
Displays all the NICs.
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NONE
Displays all the NICs with no group assigned to them.

add
Add specified NICs to the cluster using the specified options. The command is rejected if
problems occur in the CES address assignments when this command is executed.

--nic
Specify the NICs as a comma-separated list.

--ces-group
Sets all the NICs specified in this command into the specified group or groups. Groups are
specified by a comma-separated list.

--ces-node
Limit the NIC assignment to the specified node or nodes. Nodes are specified by a comma-
separated list.

--force
Disable checking for potential problems.

remove
Remove the specified NICs from the cluster using the specified options. The command is rejected
if problems occur in the CES address assignments when this command is executed.

=-nic
Specify the NICs as a comma-separated list.

--ces-node
Limit the NIC removal to the specified node or nodes. Nodes are specified by comma-
separated list.

--force
Disable checking for potential problems.

check
Checks the NIC configuration against the node groups and CES addresses.

If the NIC configuration matches the node groups the configuration is valid. The command checks
if any NIC is defined, and if there is any CES address that cannot be assigned to that NIC. You can
check if a CES address cannot be assigned to a NIC by verifying if any of the NIC groups is
assigned to a CES address. No checks are done for suspended nodes or for NICs that are currently
down.

events
Shows one of the following CES events that occurred on a node or nodes:

active
Lists all events that are currently contributing to making the state of a component unhealthy. If no
component is specified, active events for all components are listed. If neither the -N or -a
parameters are specified, the active events for the local node are listed. If there are multiple
events shown by the command they will be listed in the order we recommend they be fixed, with
the most important event to fix at the top.

list
Lists the events that occurred on a node or nodes, whether or not they are currently contributing
to the state of a component. If no component is specified, events for all components are listed. If
- -time is specified, only events from the previous chosen interval are listed, otherwise all events
are listed. If - -severity is specified, only events of the chosen severity are listed, otherwise all
events are listed. If neither the -N or -a parameters are specified, the events for the local node
are listed.

Events older than 180 days are removed from the list. A maximum of 10,000 events are saved in
the list.
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Exit status

0
Successful completion.

nhonzero
A failure has occurred.

Security
You must have root authority to run the mmces command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. To add an address to a specified node, issue this command:
mmces address add --ces-node nodel --ces-ip 10.1.2.3

When this command is successful, the system does not display output.
2. To add several addresses to a specified node, issue this command:

mmces address add --ces-node nodel --ces-ip 10.1.2.3,10.1.2.4

When this command is successful, the system does not display output.

3. To add an address with the attribute object_singleton_node to a specified node, issue this
command:

mmces address add --ces-node nodel --ces-ip 10.1.2.3 --attribute object_singleton_node

When this command is successful, the system does not display output.
4. To add addresses which are distributed among the CES nodes, issue this command:

mmces address add --ces-ip 10.1.2.3,10.1.2.4,10.1.2.5,10.1.2.6

When this command is successful, the system does not display output.
5. To remove several addresses, issue this command:

mmces address remove --ces-ip 10.1.2.3,10.1.2.4

When this command is successful, the system does not display output.

6. To associate the attribute object_singleton_node to the address 10.1.2. 3, issue this
command:

mmces address change --ces-ip 10.1.2.3 --attribute object_singleton_node

When this command is successful, the system does not display output.
7. To remove the attribute object_singleton_node, issue this command:

mmces address change --remove-attribute --attribute object_singleton_node

When this command is successful, the system does not display output.
8. To move an address to another node, issue this command:

mmces address move --ces-ip 10.0.100.231 --ces-node node2

When this command is successful, the system does not display output.
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9. To suspend a group of nodes, issue this command:
mmces node suspend -N nodel,node2,node3
The system displays output similar to this:
Node now in suspended state.
10. To resume the current node, issue this command:
mmces node resume
The system displays output similar to this:
Node no longer in suspended state.
11. To resume a node and start all enabled CES services, issue this command:
mmces node resume --start
12. To suspend a node, issue this command:
mmces node suspend
13. To suspend a node and stop all CES services, issue this:
mmces node suspend --stop
14. To enable the Object service in the CES cluster, issue this command:
mmces service enable obj

When this command is successful, the system does not display output.
15. To disable the NFS service in the CES cluster, issue this command:

mmces service disable nfs

When this command is successful, the system does not display output.
16. To stop the SMB service on a few nodes, issue this command:

mmces service stop smb -N nodel,node2,node3

When this command is successful, the system does not display output.
17. To start the SMB service on all CES nodes, issue this command:

mmces service start smb -a

When this command is successful, the system does not display output.
18. To show which services are enabled and which are running all CES nodes, issue this command:

mmces service list -a
The system displays output similar to this:

Enabled services: NFS OBJ

nodel: NFS is running, OBJ is running
node2: NFS is running, OBJ is running
node3: NFS is running, OBJ is running

19. To display the current CES log level, issue this command:
mmces log level

The system displays output similar to this:
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CES log level is currently set to 1

To set the CES log level to 2, issue this command:
mmces log level 2

The system displays output similar to this:

mmchconfig: Command successfully completed
mmchconfig: Propagating the cluster configuration data to all affected nodes.
This is an asynchronous process.

To display the state of all CES components on the local node, issue this command:
mmces state show

The system displays output similar to this:

NODE AUTH BLOCK NETWORK AUTH_OBJ NFS 0BJ SMB CES
nodel DISABLED DISABLED HEALTHY DISABLED DISABLED DISABLED HEALTHY HEALTHY

To display the state of the NFS component on all nodes, issue this command:
mmces state cluster NFS
The system displays output similar to this:

NODE COMPONENT  STATE EVENTS

nodel NFS HEALTHY
node2 NFS FAILED nfsd_down
node3 NFS HEALTHY

To display a list of active events of all CES components on the local node, issue this command:
mmces events active
The system displays output similar to this:

Node Component Event Name Severity Details
nodel NFS nfsd_down ERROR NFSD process not running

To display a list of all NFS events from the last hour on the local node, issue this command:
mmces events list

The system displays output similar to this:

Node Timestamp Event Name Severity Details

nodel 2015-05-13 10:57:52.124369+00:00UTC nfsd_down ERROR NFSD process not running
nodel 2015-05-13 10:58:06.809071+00:00UTC cesnodestatechange_info INFO A CES node state changed
nodel 2015-05-13 10:58:07.137343+00:00U ganeshagrace_info INFO Ganesha NFS is set to grace

To enable the block service, issue this command:
mmces service enable BLOCK
The system displays the following prompt:

Block device support in Spectrum Scale is intended for use only in diskless node
remote boot (non-performance-critical), and is not suited for high-bandwidth

block device access needs. Confirm that this matches your use case before enabling
the block service. If you have any questions contact scale@us.ibm.com

Do you want to continue to enable BLOCK service? (yes/no)

After you press Y, the system displays the following output:

c40bbcixn12.gpfs.net: Loading and configuring SCST
mmchconfig: Command successfully completed
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mmchconfig: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

26. To add a NIC to all CES nodes in the cluster, run the following command:
mmces interface add --nic ethl
The system displays the following prompt:

Accepted: 3 Skipped: 0O
Additional messages:

Accepted changes:

Node Node Name accepted Nic's accepted Nic's groups
2 cluster-22.localnet.com ethl
3 cluster-23.localnet.com ethl
4 cluster-24.localnet.com ethl

27. To add a NIC to selected nodes in the cluster with CES group assignment, run the following
command:

mmces interface add --nic ethl --ces-node cluster-23,cluster-24 --ces-group ipvé
The system displays the following prompt:

Accepted: 2 Skipped: 0
Additional messages:

Accepted changes:

Node Node Name accepted Nic's accepted Nic's groups
3 cluster-23.localnet.com ethl ipvé
4 cluster-24.1localnet.com ethl ipvé

28. To remove the CES NIC configuration, run the following command:
mmces interface mode legacy --clear
The system displays the following prompt:

Debug: legacy

The CES NIC configuration will be removed and IPv6 addresses are not supported anymore.
CES-Base-IPs will be needed to define NICs where CES IPs are hosted.

Type 'yes' to continue. Any other input will abort the command.

yes

The CES NIC configuration is removed. Cluster is in legacy mode using CES base IPs for IPv4
only.

29. To verify the current configuration, run the following command:
mmces interface check
The system displays the following prompt:

Existing NIC configuration is valid, and can host all CES IPs.

30. To switch to interface mode, run the following command:
mmces interface mode interface
The system displays the following prompt:

Set CES mode to interface

Additional messages:
CES interface mode: IPv6 support enabled. Address assignement by user defined NIC's.
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See also

» “mmchconfig command” on page 161

« “mmlscluster command” on page 469

« “mmlsconfig command” on page 472

* “mmnfs command” on page 541

« “mmobj command” on page 554

* “mmsmb command” on page 654

« “mmuserauth command” on page 683

Location
Jusx/lpp/mmfs/bin

mmces
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mmecesdr command

Manages protocol cluster disaster recovery.

Synopsis

mmcesdxr primary config --output-file-path FilePath --ip-list IPAddress[,IPAddress,...]
[--allowed-nfs-clients $--all | --gateway-nodes |
IPAddress[,IPAddress,...]%]

[--xpo RPOValue] [--inband] [-v]

or

mmcesdx

or

mmcesdx

or
mmcesdrx
or
mmcesdrx
or

mmcesdx

v]

or

mmcesdx

primary

primary

primary

primary

primary

primary

FilePath] [-v]

or

mmcesdx

or

mmcesdx

or

mmcesdx

or

mmcesdx

or

mmcesdx

secondary config --input-file-path FilePath [--prep-outband-transfer]

secondary failover

secondary failback

secondary failback

secondary failback

backup [-v]

update {--obj |

failback §--start |

restore [--new-primary] [--input-file-path FilePath]

[--file-config {--recreate | --restorei] [-v]

--nfs | --smb | --ces} [-v]

failback --prep-outband-transfer --input-file-path FilePath [-v]

failback --convert-new --output-file-path FilePath --input-file-path FilePath [-

--apply-updates | --stop [--forcel} [--input-file-path

[--inband] [-v]

[--input-file-path FilePath][--file-config {--recreate | --restoret]

[ --data {--restore | --norestoret] [-v]

--generate-recovery-snapshots --output-file-path FilePath
[--input-file-path FilePath] [-v]

--post-failback-complete [--input-file-path FilePath]
[--file-config {--recreate | --restoret][-v]

--post-failback-complete --new-primary --input-file-path FilePath
[--file-config {--recreate | --restorei] [-v]
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Availability

Available with IBM Spectrum Scale Advanced Edition, IBM Spectrum Scale Data Management Edition,
IBM Spectrum Scale Developer Edition, or IBM Spectrum Scale Erasure Code Edition.

Description
Use the mmcesdr command to manage protocol cluster disaster recovery.

You can use the mmcesdxr primary config command to perform initial configuration for protocols
disaster recovery on the primary cluster and to generate a configuration file that is used on the secondary
cluster. The protocol configuration data can be backed up using the mmcesdx primary backup
command and the backed-up data can be restored using the mmcesdxr primary restore command.
The backed-up configuration information for the primary cluster can be updated by using the mmcesdx
primary update command. You can use the mmcesdx primary failback command to fail back the
client operations to the primary cluster.

You can use the mmcesdxr secondary config command to perform initial configuration for protocols
disaster recovery on the secondary cluster by using the configuration file generated from the primary
cluster. The secondary read-only filesets can be converted into read-write primary filesets using the
mmcesdr secondary failover command. You can use the mmcesdr secondary failback
command to either generate a snapshot for each acting primary fileset or complete the failback process,
and convert the acting primary filesets on the secondary cluster back into secondary filesets.

For information on detailed steps for protocols disaster recovery, see Protocols cluster disaster recovery in
IBM Spectrum Scale: Administration Guide.

The mmcesdr log file is at /var/adm/ras/mmcesdr. log. This log file is included with the CES
information generated by the gp£fs.snap command. The gpfs.snap command generates the CES
information by default, if a protocol is enabled.

Parameters

primary
This command is run on the primary cluster.

config
Perform initial configuration of protocol cluster disaster recovery.

--output-file-path FilePath
Specifies the path to store output of the generated configuration file, which is always named
DR_Config.

--ip-list IPAddress[,IPAddress,...]
Comma-separated list of public IP addresses on the secondary cluster to be used for active
file management (AFM) DR-related NFS exports.

--allowed-nfs-clients {--all | --gateway-nodes | IPAddress[,IPAddress,...J}
Optional. Specifies the entities that can connect to the AFM DR-related NFS shares, where:

--all
Specifies that all clients must be allowed to connect to the AFM DR-related NFS shares. If
omitted, the default value of --all is used.

--gateway-nodes
Specifies the gateway nodes currently defined on the primary that must be allowed to
connect to the AFM DR-related NFS shares.

IPAddress[,IPAddress,...]
Specifies the comma-separated list of IP addresses that must be allowed to connect to the
AFM DR-related NFS shares.
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--rpo RPOValue

Optional. Specifies the integer value of the recovery point objective (RPO) to be used for the
AFM DR filesets. By default, this parameter is disabled. The valid range is: 720 <= RPO <=
2147483647. The minimum value that can be set for the RPO is 720.

Note: Setting the value of RPO to less than 720 generates an error.

--inband
Optional. Specifies to use the inband (across the WAN) method of initial data transfer from
primary to secondary cluster. If omitted, the default value of outband is used.

backup
Backs up all protocol configuration and CES configuration into a dedicated, independent fileset
with each protocol in its own subdirectory.

restore
Restores object, NFS, and SMB protocol configuration and CES configuration from the
configuration data backed up.

--new-primary
Optional. Performs restore operation to a newly, failed back primary cluster.

--input-file-path FilePath

Optional. Specifies the original configuration file that was used to set up the secondary cluster.
If not specified, the file that is saved in the configuration independent fileset is used as
default.

--file-config {--recreate | --restore}

Optional. Specifies whether SMB and NFS exports are re-created, or if the entire protocol
configuration is restored. If not specified, the SMB and NFS exports are re-created by default.

update
Updates the backed-up copy of the protocol configuration or CES configuration.

--obj
Specifies the backed up-copy of the object protocol configuration to be updated with the
current object configuration.

--nfs
Specifies the backed-up copy of the IBM NFSv4 stack protocol configuration to be updated
with the current IBM NFSv4 stack configuration.

--smb
Specifies the backed-up copy of the SMB protocol configuration to be updated with the current
SMB configuration.

--ces
Specifies the backed-up copy of the CES configuration to be updated with the current CES
configuration.

failback
Used for several options to failback client operations to a primary cluster.

Failback involves transfer of data from the acting primary (secondary) cluster to the old primary
cluster as well as restoring protocol and possibly CES configuration information and
transformation of protected filesets to primary filesets.

--prep-outband-transfer
Creates independent filesets that out of band data is transferred to.

--input-file-path FilePath
Specifies the configuration file that is the output from the mmcesdxr secondary failback
--generate-recovery-snapshots command.
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failback
Used for several options to failback client operations to a primary cluster.

Failback involves transfer of data from the acting primary (secondary) cluster to the old primary
cluster as well as restoring protocol and possibly CES configuration information and
transformation of protected filesets to primary filesets.

--convert-new
Specifies that the failback is not going to the old primary but instead a new primary. This step
specifically converts the newly created independent filesets to primary AFM DR filesets.

--output-file-path FilePath
Specifies the path to store output of generated configuration file, DR_Config, with the new
AFM primary IDs.

--input-file-path FilePath
Specifies the configuration file that is the output from the mmcesdxr secondary failback
--generate-recovery-snapshots command.

failback
Used for several options to failback client operations to a primary cluster.

Failback involves transfer of data from the acting primary (secondary) cluster to the old primary
cluster as well as restoring protocol and possibly CES configuration information and
transformation of protected filesets to primary filesets.

--start
Begins the failback process and restores the data to the last RPO snapshot.

--apply-updates
Transfers data that was written to the secondary cluster while failover was in-place.

Note: The use of this option might need to be done more than once depending on the system
load.

--stop [--force]
Completes the transfer of data process and puts the filesets in the read-write mode.
Optionally, if this fails you can use the - -foxce option.

Note: In addition to using these options, after stopping the data transfer, you need to use the
mmcesdr primary restore command to restore the protocol and the CES configuration.

--input-file-path FilePath
Optional. Specifies the original configuration file that was used to set up the secondary cluster.
If not provided, the default is to use the one saved in the configuration independent fileset.

secondary
This command is run on the secondary cluster.

config
Perform initial configuration of protocol cluster disaster recovery.

--prep-outband-transfer
Creates independent filesets that out of band data is transferred to as part of the initial
configuration. If out of band data transfer is used for DR configuration, this option must be
used before data is transferred from the primary to the secondary using out of band transfer. If
out of band transfer is used, this command is run once with this option and then again after
the data is transferred without the option.

--input-file-path FilePath
Specifies the path of the configuration file generated from the configuration step of the
primary cluster.

--inband
Optional. Specifies to use the inband (across the WAN) method of initial data transfer from
primary to secondary cluster. If omitted, the default value of outband is used.
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Note: If - -inband is used for the primary configuration, it must also be used for the
secondary configuration.

failover
Converts secondary filesets from read-only to read-write primary filesets and converts the
secondary protocol configurations to those of the failed primary.

--input-file-path FilePath
Optional. Specifies the original configuration file that was used to set up the secondary cluster.
If not specified, the file that is saved in the configuration independent fileset is used as
default.

--file-config {--recreate | --restore}
Optional. Specifies whether SMB and NFS exports are re-created, or if the entire protocol
configuration is restored. If not specified, the SMB and NFS exports are re-created by default.

--data {--restore | --norestore}
Optional. Specifies that data must be restored from the latest RPO snapshot or that restoring
from the latest RPO snapshot is not required. Default is that restoring from the latest RPO
snapshot is not required.

failback
Runs one of the two failback options: either generates a snapshot for each acting primary fileset or
completes the failback process and convert the acting primary filesets on the secondary cluster
back into secondary filesets

--generate-recovery-snapshots
Generates the psnap0 snapshot for each acting primary fileset and stores in the default
snapshot location for use in creation of a new primary cluster with new primary filesets to fail
back to. The files within the snapshot need to be manually transported to the new primary.

--output-file-path FilePath
Specifies the path to store output of generated snapshot recovery configuration file.
--input-file-path FilePath
Optional. Specifies the path of the original configuration file that was used to set up the
secondary cluster. If not provided, the default is to use the one saved in the configuration
independent fileset.

failback
Runs one of the two failback options: either generates a snapshot for each acting primary fileset or
completes the failback process and convert the acting primary filesets on the secondary cluster
back into secondary filesets

--post-failback-complete
Completes the failback process by converting the acting primary filesets back into secondary,
read-only filesets and ensures that the proper NFS exports for AFM DR exist.

--new-primary
Performs the failback operation to a newly, failed back primary cluster.

--input-file-path FilePath
Specifies the path of the updated configuration file that is created from the mmcesdx
primary failback --convert-newcommand, which includes updated AFM primary IDs.

--file-config {--recreate | --restore}

Optional. Specifies whether SMB and NFS exports are re-created, or if the entire protocol
configuration is restored. If not specified, the SMB and NFS exports are re-created by default.

Exit status

0
Successful completion.
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nonzero
A failure has occurred.

Security
You must have root authority to run the mmcesdr command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum
Scale: Administration Guide.

Examples

1. Issue the following command on the primary cluster to configure independent fileset exports as AFM
DR filesets and backup configuration information:

mmcesdr primary config --output-file-path /root/ --ip-list "9.11.102.211,9.11.102.210" --rpo 720 --inband

The system displays output similar to this:

Performing step 1/5, configuration fileset creation/verification.

Successfully completed step 1/5, configuration fileset creation/verification.

Performing step 2/5, protocol and export services configuration backup.

Successfully completed step 2/5, protocol and export services configuration backup.

Performing step 3/5, determination of protocol exports to protect with AFM DR.

WARNING: Export /gpfs/fs0O/nfs-ganesha-dep of type nfs will NOT be protected through AFM DR because it is a dependent
fileset.

Not all exports of type NFS-ganesha will be protected through AFM DR, rc: 2

WARNING: Export /gpfs/fs0/smb-dep of type smb will NOT be protected through AFM DR because it is a dependent fileset.
Not all exports of type SMB will be protected through AFM DR, rc: 2

Completed with errors step 3/5, determination of protocol exports to protect with AFM DR.

Performing step 4/5, conversion of protected filesets into AFM DR primary filesets.

Successfully completed step 4/5, conversion of protected filesets into AFM DR primary filesets.

Performing step 5/5, creation of output DR configuration file.

Successfully completed step 5/5, creation of output DR configuration file.

File to be used with secondary cluster in next step of cluster DR setup: /root//DR_Config

2. Issue the following command on the secondary cluster to create the independent filesets that are a
part of the pair of AFM DR filesets associated with those on the primary cluster:

mmcesdr secondary config --input-file-path /root/ --inband

In addition to fileset creation, this command also creates the necessary NFS exports and converts the
independent filesets to AFM DR secondary filesets.

The system displays output similar to this:

Performing step 1/3, creation of independent filesets to be used for AFM DR.

Successfully completed step 1/3, creation of independent filesets to be used for AFM DR.
Performing step 2/3, creation of NFS exports to be used for AFM DR.

Successfully completed step 2/3, creation of NFS exports to be used for AFM DR.

Performing step 3/3, conversion of independent filesets to AFM DR secondary filesets.
Successfully completed step 3/3, conversion of independent filesets to AFM DR secondary filesets.

3. Issue the following command on the primary cluster to configure independent fileset exports as AFM
DR filesets, back up configuration information, and facilitate outband data transfer.

Note: The outband data transfer is the default method of data transfer from the primary cluster to the
secondary cluster when AFM DR fileset relationships are first set up.

mmcesdr primary config --output-file-path /root/ --ip-list "9.11.102.211,9.11.102.210" --rpo 720

The system displays output similar to this:

Performing step 1/5, configuration fileset creation/verification.

Successfully completed step 1/5, configuration fileset creation/verification.
Performing step 2/5, protocol and export services configuration backup.
Successfully completed step 2/5, protocol and export services configuration backup.
Performing step 3/5, determination of protocol exports to protect with AFM DR.
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Successfully completed step 3/5, determination of protocol exports to protect with AFM DR.
Performing step 4/5, conversion of protected filesets into AFM DR primary filesets.
Successfully completed step 4/5, conversion of protected filesets into AFM DR primary filesets.
Performing step 5/5, creation of output DR configuration file.

Successfully completed step 5/5, creation of output DR configuration file.

File to be used with secondary cluster in next step of cluster DR setup: /root//DR_Config

4, Issue the following command on the secondary cluster to create the independent filesets that will
later be paired with those on the primary cluster to form AFM DR pairs as part of failing back to a new
primary cluster:

mmcesdr secondary config --input-file-path /root --prep-outband-transfer

The system displays output similar to this:

Creating independent filesets to be used as recipients of AFM DR outband transfer of data.

Transfer all data on primary cluster for fileset fsO:combol to fileset fsO:combol on secondary cluster.

Transfer all data on primary cluster for fileset fsO:combo2 to fileset fs@:combo2 on secondary cluster.

Transfer all data on primary cluster for fileset fs0:nfs-ganeshal to fileset fs0:nfs-ganeshal on secondary cluster.
Transfer all data on primary cluster for fileset fsO:nfs-ganesha2 to fileset fs@:nfs-ganesha2 on secondary cluster.
Transfer all data on primary cluster for fileset fs0:smbl to fileset fs@:smbl on secondary cluster.

Transfer all data on primary cluster for fileset fs@:smb2 to fileset fs0:smb2 on secondary cluster.

Transfer all data on primary cluster for fileset fsl:async_dr to fileset fsl:async_dr on secondary cluster.

Transfer all data on primary cluster for fileset fsl:obj_sofpolicyl to fileset fsl:obj_sofpolicyl on secondary cluster.
mmcesdr: CES Object protocol is not enabled but there is an object related export present.

Skipping clearing out the object related files and directories from export.

Transfer all data on primary cluster for fileset fsl:obj_sofpolicy2 to fileset fsl:obj_sofpolicy2 on secondary cluster.
mmcesdr: CES Object protocol is not enabled but there is an object related export present.

Skipping clearing out the object related files and directories from export.

Transfer all data on primary cluster for fileset fsl:object_fileset to fileset fsl:object_fileset on secondary cluster.
mmcesdr: CES Object protocol is not enabled but there is an object related export present.

Skipping clearing out the object related files and directories from export.

Successfully completed creating independent filesets to be used as recipients of AFM DR outband transfer of data.
Transfer data from primary cluster through outbound trucking to the newly created independent filesets before
proceeding to the next step.

5. After all the data has been transferred to the secondary, issue the following command to complete
the setup on the secondary:

mmcesdr secondary config --input-file-path /root

The system displays output similar to this:

Performing step 1/3, verification of independent filesets to be used for AFM DR.

Successfully completed step 1/3, creation of independent filesets to be used for AFM DR.
Successfully completed 1/3, verification of independent filesets to be used for AFM DR.
Performing step 2/3, creation of NFS exports to be used for AFM DR.

Successfully completed step 2/3, creation of NFS exports to be used for AFM DR.

Performing step 3/3, conversion of independent filesets to AFM DR secondary filesets.
Successfully completed step 3/3, conversion of independent filesets to AFM DR secondary filesets.

6. Issue the following command on the secondary cluster after the primary cluster has failed:
mmcesdr secondary failover

The system displays output similar to this:

Performing step 1/4, saving current NFS configuration to restore after failback.
Successfully completed step 1/4, saving current NFS configuration to restore after failback.
Performing step 2/4, failover of secondary filesets to primary filesets.

Successfully completed step 2/4, failover of secondary filesets to primary filesets.
Performing step 3/4, protocol configuration/exports restore.

Successfully completed step 3/4, protocol configuration/exports restore.

Performing step 4/4, create/verify NFS AFM DR transport exports.

Successfully completed step 4/4, create/verify NFS AFM DR transport exports.

7. Issue the following command on the secondary cluster to prepare recovery snapshots that contain
data that is transferred to the new primary cluster:

mmcesdr secondary failback --generate-recovery-snapshots
--output-file-path "/root/" --input-file-path "/root/"

The system displays output similar to this:

Performing step 1/2, generating recovery snapshots for all AFM DR acting primary filesets.
Transfer all data under snapshot located on acting primary cluster at:
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/gpfs/fs0/combol/.snapshots/psnapd-newprimary-base-rpo-090B66F65623DEBF-1 to

fileset link point of fileset fs@:combol on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs0/combo2/.snapshots/psnapd-newprimary-base-rpo-090B66F65623DEBF-2 to

fileset link point of fileset fs@:combo2 on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs0/nfs-ganeshal/.snapshots/psnapd-newprimary-base-rpo-090B66F65623DEBF-3 to
fileset link point of fileset fs@:nfs-ganeshal on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs0/nfs-ganesha2/.snapshots/psnap0-newprimary-base-rpo-090B66F65623DEBF-4 to
fileset link point of fileset fs@:nfs-ganesha2 on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs0/smbl/.snapshots/psnapO-newprimary-base-rpo-090B66F65623DEBF-5 to

fileset link point of fileset fs@:smbl on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs0/smb2/.snapshots/psnapd-newprimary-base-rpo-090B66F65623DEBF-6 to

fileset link point of fileset fs@:smb2 on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fsl/.async_dr/.snapshots/psnap0-newprimary-base-rpo-090B66F65623DECB-2 to
fileset link point of fileset fsl:async_dr on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs1l/obj_sofpolicyl/.snapshots/psnapO-newprimary-base-rpo-090B66F65623DECB-3 to
fileset link point of fileset fsl:obj_sofpolicyl on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs1l/obj_sofpolicy2/.snapshots/psnap0-newprimary-base-rpo-090B66F65623DECB-4 to
fileset link point of fileset fsl:obj_sofpolicy2 on new primary cluster.

Transfer all data under snapshot located on acting primary cluster at:
/gpfs/fs1l/object_fileset/.snapshots/psnap0-newprimary-base-rpo-090B66F65623DECB-1 to
fileset link point of fileset fsl:object_fileset on new primary cluster.
Successfully completed step 1/2, generating recovery snapshots for all AFM DR acting primary filesets.
Performing step 2/2, creation of recovery output file for failback to new primary.
Successfully completed step 2/2, creation of recovery output file for failback to new primary.

File to be used with new primary cluster in next step of failback to new primary cluster: /root//
DR_Config

8. Issue the following command on the primary cluster to restore the protocol and export services
configuration information:

mmcesdr primary restore --new-primary

The system displays output similar to this:

Restoring cluster and enabled protocol configurations/exports.
Successfully completed restoring cluster and enabled protocol configurations/exports.

9. Issue the following command on the secondary cluster to restore the protocol and export services
configuration information:

mmcesdr secondary failback --post-failback-complete --new-primary --input-file-path "/root"

The system displays output similar to this:

Performing step 1/2, converting protected filesets back into AFM DR secondary filesets.
Successfully completed step 1/2, converting protected filesets back into AFM DR secondary filesets.
Performing step 2/2, restoring AFM DR-based NFS share configuration.

Successfully completed step 2/2, restoring AFM DR-based NFS share configuration.

10. Issue the following command on the primary cluster to back up configuration:
mmcesdr primary backup

The system displays output similar to this:

Performing step 1/2, configuration fileset creation/verification.

Successfully completed step 1/2, configuration fileset creation/verification.
Performing step 2/2, protocol and export services configuration backup.
Successfully completed step 2/2, protocol and export services configuration backup.

11. Issue the following command on the primary cluster to restore configuration when the primary
cluster is not in a protocols DR relationship with another cluster:

mmcesdr primary restore --file-config --restore

The system displays output similar to this:
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Restoring cluster and enabled protocol configurations/exports.
Successfully completed restoring cluster and enabled protocol configurations/exports.

If all steps completed successfully, remove and then re-create file
authentication on the Primary cluster.
Once this is complete, Protocol Cluster Configuration Restore will be complete.

See also

« “mmafmctl command” on page 48

« “mmces command” on page 125

« “mmchconfig command” on page 161

« “mmlscluster command” on page 469

« “mmlsconfig command” on page 472

« “mmnfs command” on page 541

* “mmobj command” on page 554

« “mmpsnap command” on page 594

* “mmrestorefs command” on page 623

« “mmsmb command” on page 654

« “mmuserauth command” on page 683

Location
Just/lpp/mmfs/bin

148 IBM Spectrum Scale 5.0.5: Command and Programming Reference



mmchattr

mmchattr command

Changes attributes of one or more GPFS files.

Synopsis
mmchattx [-m MetadataReplicas] [-M MaxMetadataReplicas]
[-T DataReplicas] [-R MaxDataReplicas] [-P DataPoolName]
[-D {yes | not] [-I {yes | defer?] [-i {yes | no%]
[-a {yes | no%] [-1]

[{--set-attr AttributeName[=Value] [--pure-attr-create | --pure-attr-replacel} |
i--delete-attr AttributeName [--pure-attr-delete]?]
[--hex-attr] [--hex-attr-name] [--no-attr-ctime]
[--compact[=[0ption][,Option]...]]

[--compression {yes | no | z | 1z4 | zfast | alphae | alphaht]
[--block-group-factor BlockGroupFactor]
[--write-affinity-depth WriteAffinityDepth]
[--write-affinity-failure-group "WadfgValueString"]
[--indefinite-retention {yes | no%]

[--expiration-time yyyy-mm-dd[@hh:mm:ss]]

Filename [Filename...]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmchattr command to change the replication attributes, storage pool assignments, retention
and immutability attributes, I/O caching policy, and file compression or decompression of files in the file
system.

The replication factor must be less than or equal to the maximum replication factor for the file. If
insufficient space is available in the file system to increase the number of replicas to the value requested,
the mmchattr command ends. However, replication factor for some blocks of the file might increase after
the mmchattr command ends. If later (when you add another disk), free space becomes available in the
file system you can then issue the mmrestripefs command with the -x or -b option to complete the
replication of the file. The mmrestripefile command can be used in a similar manner. You can use the
mmlsattr command to display the replication values.

Data of a file is stored in a specific storage pool. A storage pool is a collection of disks or RAIDs with
similar properties. Because these storage devices have similar properties, you can manage them as a
group. You can use storage pools to do the following tasks:

Partition storage for the file system.

Assign file storage locations.
 Improve system performance.
- Improve system reliability.

The Direct I/0 caching policy bypasses file cache and transfers data directly from disk into the user space
buffer, as opposed to using the normal cache policy of placing pages in kernel memory. Applications with
poor cache hit rates or a large amount of I/O might benefit from the use of Direct I/O.

The mmchattr command can be run against a file in use.

You must have write permission for the files whose attributes you are changing.

Parameters

-m MetadataReplicas
Specifies how many copies of the file system's metadata to create. Valid values are 1, 2, and 3. This
value cannot be greater than the value of the MaxMetadataReplicas attribute of the file.
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-M MaxMetadataReplicas
Specifies the maximum number of copies of indirect blocks for a file. Space is reserved in the inode for
all possible copies of pointers to indirect blocks. Valid values are 1, 2, and 3. This value cannot be less
than the value of the DefaultMetadataReplicas attribute of the file.

-r DataReplicas
Specifies how many copies of the file data to create. Valid values are 1, 2, and 3. This value cannot be
greater than the value of the MaxDataReplicas attribute of the file.

-R MaxDataReplicas
Specifies the maximum number of copies of data blocks for a file. Space is reserved in the inode and
indirect blocks for all possible copies of pointers to data blocks. Valid values are 1, 2, and 3. This value
cannot be less than the value of the DefaultDataReplicas attribute of the file.

=P DataPoolName
Changes the assigned storage pool of the file to the specified DataPool/Name. The caller must have
superuser or root privileges to change the assigned storage pool.

-D {yes | no}
Enable or disable the Direct I/O caching policy for files.

-I{yes | defer}
Specifies whether replication and migration between pools, or file compression or decompression, is
to be performed immediately (-I yes), or deferred until a later call to mmrestripefs or
mmrestripefile (-I defexr). By deferring the operation, you can complete it when the system is
not loaded with processes or I/0. Also, if multiple files are affected, the data movement can be done
in parallel. The defaultis -I yes. For more information about file compression and decompression,
see the --compression option in this topic.

-i {yes | no}
Specifies whether the file is immutable (-i yes) or not immutable (-i no).

Note: The immutability attribute is specific to the current instance of the file. Restoring an image of
the file to another location does not retain the immutability option. You must set it yourself.

-a {yes | no}
Specifies whether the file is in appendOnly mode (-a yes) or not (-a no).

Notes:

1. The appendOnly setting is specific to the current instance of the file. Restoring an image of the file
to another location does not retain the appendOnly mode. You must set it yourself.

2. appendOnly mode is not supported for AFM filesets.

-l
Specifies that this command works only with regular files and directories and does not follow
symlinks. The default is to follow symlinks.

--set-attr AttributeName[=Value]
Sets the specified extended attribute name to the specified Value for each file. If no Value is specified,
--set-attr AttributeName sets the extended attribute name to a zero-length value.

--pure-attr-create
When this option is used, the command fails if the specified extended attribute exists.

--pure-attr-replace
When this option is used, the command fails if the specified extended attribute does not exist.

--delete-attr AttributeName
Removes the extended attribute.

For example, to remove wad, wadfg, and bgf, enter the following command:

mmchattr --delete-attr gpfs.WAD,gpfs.WADFG,gpfs.BGF

--pure-attr-delete
When this option is used, the command fails if the specified extended attribute does not exist.
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--hex-attr
Inputs the attribute value in hex.

--hex-attr-name
Inputs the attribute name in hex.

--no-attr-ctime
Changes the attribute without setting the ctime of the file. This is restricted to root only.

[--compact[=Option][,Option]...]]
Where Option can be either NumDirectoryEntries, indblk or fragment.

Performs any of the three operations:

« Sets the minimum compaction size of the directories that are specified in the Filename parameter.
- Deletes the indirect blocks that are redundant.
« Reduces the last logical data block to the number of subblocks that are required to store the data.

NumbDirectoryEntries

The minimum compaction size is the number of directory slots, including both full and empty
slots, that a directory is allowed to retain when it is automatically compacted. By default, in IBM
Spectrum Scale v4.1 or later, a directory is compacted as much as possible. However, in systems
in which many files are added to and removed from a directory in a short time, file system
performance might be improved by setting the minimum compaction size of the directory.

The compact parameter sets the minimum compaction size of a directory to the specified number
of slots. For example, if a directory contains 5,000 files and you set the minimum compaction size
to 50,000, then the file system adds 45,000 directory slots. The directory can grow beyond
50,000 entries, but the file system does not allow the directory to be compacted below 50,000
slots.

Set NumDirectoryEntries to the total number of directory slots that you want to keep, including
files that the directory already contains. You can specify the number of directory slots either as an
integer or as an integer followed by the letter k (1000 slots) or m (1,000,000 slots). If you expect
the average length of file names to be greater than 19 bytes, calculate the number of slots by the
following formula:

NumDirectoryEntries = n * ( 1 + ceiling((namelen - 19)/32)

where:

n
Specifies the number of entries (file names) in the directory.

ceiling()
A function that rounds a fractional number up to the next highest integer. For example,
ceiling(1.03125) returns 2.

namelen
Specifies the expected average length of file names.

For example, if you want 50,000 entries with an average file name length of 48, then
NumDirectoryEntries = 50000 * (1 + 1) = 100000.

To restore the default behavior of the file system, specify the compact=0. The directory is
compacted as far as possible.

To see the current value of this parameter, run the mmlsattr command with the -L option. For
more information, see the topic “mmlsattr command” on page 464. To set or read the value of this
parameter in a program, see the topics “gpfs_prealloc() subroutine” on page 904 and
“gpfs_fstat_x() subroutine” on page 822.

Note: The NumbDirectoryEntries value is not supported if the file system was created in IBM
Spectrum Scale 4.1 or earlier . The compact parameter that is specified converts the directory to
4.1 format and compacts the directory as far as possible.
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The mmchattr --compact=NumDirectoxryEntries command run for a regular file will fail
with the following error message Compact failed: NumDirectoryEntries is supported
only for directory.

indblk

Deallocates all redundant indirect blocks of a regular file.

When a file is truncated to zero file size, its indirect blocks can be deallocated. However, in
versions earlier than 5.0.4.1, IBM Spectrum Scale retains the redundant indirect blocks in such
scenarios. For a file system that has a large number of files, the metadata disk space wasted by
these indirect blocks can be significant. You can use the indblk option to deallocate the
unnecessary indirect blocks.

fragment

Applies a ShrinktoFit operation on a regular file to reduce disk usage.

The fragment option reduces the last logical block of data of the file to the actual number of
subblocks that are required. When a file is closed after being written to, GPFS tries to reduce the
last logical block of data of the file to the actual number of subblocks required to save disk space.
Under normal circumstances, the file is compacted when it is closed. In a few rare cases, however,
the shrink might fail and leave a full data block for the last logical block of data of the file. The
fragment option shrinks the last logical block to the actual number of subblocks required.

Note: Specify only the - -compact parameter, without any of the suboptions, to perform both the
indblk and fragment operations.

--compression{yes | no| z | 1z4 | zfast | alphae | alphah}
Compresses or decompresses the specified files. The compression libraries are intended primarily for

the following uses:

z

Cold data. Favors compression efficiency over access speed.

1z4

Active, nonspecific data. Favors access speed over compression efficiency.

zfast

Active genomic data in FASTA, SAM, or VCF format.

alphae

Active genomic data in FASTQ format. Slightly favors compression efficiency over access speed.

alphah

Active genomic data in FASTQ format. Slightly favors access speed over compression efficiency.

The following table summarizes the effect of each option on compressed or uncompressed files:

Table 13. Effects of options on compressed or uncompressed files.

Option

Uncompressed files

Compressed files that
were generated with a
different compression
library

Compressed files that
were generated with
the same compression
library

yes

Compress with z

Not affected

Not affected

no

Not affected

Decompress

Decompress

Compress with z

Re-compress with z

Not affected

1z4

Compress with [z4

Re-compress with 1z4

Not affected

zfast

Compress with zfast

Re-compress with zfast

Not affected

alphae

Compress with alphae

Re-compress with
alphae

Not affected
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Table 13. Effects of options on compressed or uncompressed files. (continued)

Option Uncompressed files Compressed files that | Compressed files that
were generated with a | were generated with
different compression |the same compression
library library

alphah Compress with alphah | Re-compress with Not affected
alphah

You can use the -I defer option to defer the operation until a later call to mmrestripefs or
mmrestripefile. For more information, see the topic File compression in the IBM Spectrum Scale:
Administration Guide.

--block-group-factor BlockGroupFactor
Specifies how many file system blocks are laid out sequentially on disk to behave like a single large
block. This option only works if --allow-write-affinity is set for the data pool. This applies only
to a new data block layout; it does not migrate previously existing data blocks.

--write-affinity-depth WriteAffinityDepth
Specifies the allocation policy to be used. This option only works if --allow-write-affinity is set
for the data pool. This applies only to a new data block layout; it does not migrate previously existing
data blocks.

--write-affinity-failure-group "WadfgValueString"
Indicates the range of nodes (in a shared nothing architecture) where replicas of blocks in the file are
to be written. You use this parameter to determine the layout of a file in the cluster so as to optimize
the typical access patterns of your applications. This applies only to a new data block layout; it does
not migrate previously existing data blocks.

"WadfgValueString" is a semicolon-separated string identifying one or more failure groups in the
following format:

FailureGroupl[;FailureGroup2[;FailureGroup3]]

where each FailureGroupx is a comma-separated string identifying the rack (or range of racks),
location (or range of locations), and node (or range of nodes) of the failure group in the following
format:

Rackl1{:Rack2i:...{:Rackx}t},Locationls:Location2{:...3:Locationx}t}, Extlgld:Extlg2i: ...
{:ExtlLgxttd

For example, the following value
1,1,1:2;2,1,1:2;2,0,3:4

means that the first failure group is on rack 1, location 1, extLg 1 or 2; the second failure group is on
rack 2, location 1, extLg 1 or 2; and the third failure group is on rack 2, location 0, extLg 3 or 4.

If the end part of a failure group string is missing, it is interpreted as 0. For example, the following are
interpreted the same way:

NN N

,0
,0,0
Notes:

1. Only the end part of a failure group string can be left off. The missing end part may be the third
field only, or it may be both the second and third fields; however, if the third field is provided, the
second field must also be provided. The first field must always be provided. In other words, every
comma must both follow and precede a number; therefore, none of the following are valid:

2'0'
2,
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2. Wildcard characters (*) are supported in these fields.

--indefinite-retention {yes | no}
Turns indefinite retention on or off. An alternative form of this parameteris -e {yes | no}. See - -
expiration-time.

--expiration-time yyyy-mm-dd[@hh:mm:ss]
Specifies the expiration time. An alternative form of this parameter is -E yyyy-mm-dd[{@hh:mm:ss].
Expiration time and indefinite retention are independent attributes. You can change the value of either
one without affecting the value of the other.

Filename
The name of the file to be changed. You must enter at least one file name; if you specify more than
one, delimit each file name by a space. Wildcard characters are supported in file names; for example,
project*.sched.

Exit status

0
Successful completion.

nonzero
A failure has occurred.

Security
You must have write access to the file to run the mmchattr command.

You can issue the mmchattr command only from a node in the GPFS cluster where the file system is
mounted.

Examples

1. To change the metadata replication factor to 2 and the data replication factor to 2 for the
project7.resource file in file system £s1, issue this command:

mmchattr -m 2 -r 2 /fsl/project7.resource

To confirm the change, issue this command:
mmlsattr project7.resource
The system displays information similar to:

replication factors
metadata(max) data(max) file [flags]

2 ( 2) 2 ( 2) /fsl/project7.resource

2. Migrating data from one storage pool to another using the mmchattr command with the -I defer
option, or the mmapplypolicy command with the -I defer option causes the data to be ill-placed.
This means that the storage pool assignment for the file has changed, but the file data has not yet
been migrated to the assigned storage pool.

The mmlsattr -L command causes show ill-placed flags on the files that are ill-placed. The
mmrestripefs, ormmrestripefile command can be used to migrate data to the correct storage
pool, and the ill-placed flag is cleared. This is an example of an ill-placed file:

mmlsattr -L 16Kfile6.tmp

The system displays output similar to this:
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file name:

metadata replication:
data replication:

immutable:
appendOnly:
flags:

storage pool name:

fileset name:
snapshot name:
creation time:
Misc attributes:

16Kfile6.tmp
1 max 2

1 max 2

no

no

directio
system

root

Thu Mar 28 14:49:23 2013

ARCHIVE

mmchattr

3. The following example shows the result of using the --set-attr parameter.

mmchattr --set-attr user.pfs00l=testuser 16Kfile7.tmp
mmlsattr -L -d 16Kfile7.tmp

The system displays output similar to this:

file name:

metadata replication:

data replication:
immutable:
appendOnly:
flags:

storage pool name:

fileset name:
snapshot name:
creation Time:
Misc attributes:
user.pfs00O1:

16Kfile7.tmp
1 max 2

1 max 2

no

no

system
root

Fri Feb 24 12:00:

ARCHIVE
"testuser"

13 2012

4. To set the write affinity failure group for a file and to see the results, issue these commands:

mmchattr --write-affinity-failure-group="64,0,0;128,0,1;128,0,2" /gpfsl/testfile
mmlsattr -L /gpfsl/testfile

The system displays output similar to this:

file name:

metadata replication:

data replication:
immutable:
appendOnly:
flags:

storage pool name:

fileset name:
snapshot name:

/gpfsl/testfile
3 max 3

3 max 3

no

no

system
root

Write Affinity Depth Failure Group(FG)
Write Affinity Depth Failure Group(FG)
Write Affinity Depth Failure Group(FG)

creation time:
Misc attributes:

See also

Wed Sep 12 02:53:
ARCHIVE

« “mmcrfs command” on page 303

« “mmlsattr command” on page 464

* “mmlsfs command” on page 483

Location
Jusr/lpp/mmfs/bin

Map for
Map for
Map for
18 2012

copy:1 64,0,0
copy:2 128,0,1
copy:3 128,0,2
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mmchcluster command

Changes GPFS cluster configuration data.

Synopsis
mmchcluster --ccr-enable
or

mmchcluster {[--ccr-disable [--force] [--force-ccr-disable-msgl] [-p PrimaryServer] [-s
SecondaryServer]}

or
mmchclustexr -p LATEST
or

mmchcluster {[-r RemoteShellCommand] [-R RemoteFileCopyCommand]
[--nouse-sudo-wrapper]} | --use-sudo-wrapper
[--sudo-user UserName]

or

mmchclustexr -C ClusterName

Note: The primary and secondary configuration server functionality is deprecated and will be removed in
a future release. The default configuration service is CCR. For now, you can switch from the CCR
configuration service to the primary and secondary configuration servers by issuing the mmchcluster
command with the - -ccr-disable parameter. See the description of that parameter later in this topic.
For more information see the topic “mmcrcluster command” on page 291.

Availability

Available on all IBM Spectrum Scale editions.

Description
The mmchcluster command serves several purposes. You can use it to do the following:

1. Change the remote shell and remote file copy programs to be used by the nodes in the cluster.
2. Change the cluster name.
3. Enable or disable the cluster configuration repository (CCR).

When using the traditional server-based (non-CCR) configuration repository, you can also do the
following:

1. Change the primary or secondary GPFS cluster configuration server.
2. Synchronize the primary GPFS cluster configuration server.
To display current system information for the cluster, issue the mmlscluster command.

For information on how to specify node names, see the topic Specifying nodes as inputs to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

When issuing the mmchcluster command with the -p or -s options, the specified nodes must be
available in order for the command to succeed. If any of the nodes listed are not available when the
command is issued, a message listing those nodes is displayed. You must correct the problem on each
node and reissue the command.
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Attention: The mmchcluster command, when issued with either the -p or -s option, is designed
to operate in an environment where the current primary and secondary cluster configuration
servers are not available. As a result, the command can run without obtaining its regular
serialization locks. To assure smooth transition to a new cluster configuration server, no other
GPFS commands (mm commands) should be running when the command is issued, nor should any
other command be issued until the mmchcluster command has successfully completed.

Parameters

--ccr-enable
Enables the configuration server repository (CCR), which stores redundant copies of configuration
data files on all quorum nodes. The advantage of CCR over the traditional primary or backup
configuration server semantics is that when using CCR, all GPFS administration commands as well as
file system mounts and daemon startups work normally as long as a majority of quorum nodes are
accessible.

For more information, see the topic Cluster configuration data files in the IBM Spectrum Scale:
Concepts, Planning, and Installation Guide.

The CCR operation requires the use of the GSKit toolkit for authenticating network connections. As
such, the gpfs.gskit package, which is available on all Editions, should be installed.

--ccr-disable [--force] [--force-ccr-disable-msg]
Closes the CCR environment and reverts the cluster to the primary and secondary configuration
servers.

Attention: The primary and secondary configuration server functionality is deprecated and will
be removed in a future release.

Before you change from the CCR environment, consider the following issues:

« When the CCR environment is closed, the monitoring function of the mmhealth command is
automatically disabled.

« Certain services that are dependent on the CCR environment must be disabled before you can
change from the CCR environment. These include Transparent Cloud Tiering, Watch Folder and
Audit Logging, Call Home, CES, and the IBM Spectrum Scale GUI.

» You must shut down GPFS on all the nodes of the cluster before you close the CCR and restart GPFS
afterward.

By default the --ccr-disable parameter causes the mmchclustexr command to take the following
precautionary actions before it closes the CCR:

- It displays a warning message and prompts you to confirm or cancel the decision to close the CCR.
The warning message states that the primary and secondary configuration feature is deprecated
and will be removed; that the monitoring function of the mmhealth command will be disabled; and
that CCR-dependent services might be running. However, you can block this message and the
confirmation prompt by specifying the --force-ccr-disable-msg parameter.

« It checks whether any services that are dependent on the CCR are running. If so the command
displays an error message and ends without closing the CCR so that you can stop the services
properly. You can block this check by specifying the - -force parameter. The following services are
dependent on CCR:

— Transparent Cloud Tiering

— Watch Folder and Audit Logging.

— CallHome

— The IBM Spectrum Scale GUI interface.
- CES

- To close CES, remove all the CES nodes from the cluster.
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CAUTION: The --ccr-disable parameter causes the current CES configuration
information to be deleted. If you have created CES configuration information, ensure
that you have made a backup copy before you issue this command. For more
information, see the topic Backing up and restoring protocols and CES configuration
information in the IBM Spectrum Scale: Administration Guide.

You can specify either or both of the blocking parameters - -force and - -force-ccr-disable-
msg.

--force
Causes the command to skip the check for services that are dependent on CCR that might be
running. For more information see the previous description of the --ccr-disable parameter.

Warning: If such services are running when the CCR is closed, they can be left in an
undefined state and might generate errors in system log files.

--force-ccr-disable-msg
Causes the command to skip the general warning message and the prompt to cancel or confirm
the closing of the CCR. For more information see the previous description of the --ccr-disable
parameter.

-p PrimaryServer
Change the primary server node for the GPFS cluster data. This may be specified as a short or long
node name, an IP address, or a node number.

LATEST - Synchronize all of the nodes in the GPFS cluster ensuring they are using the most recently
specified primary GPFS cluster configuration server. If an invocation of the mmchcluster command
fails, you are prompted to reissue the command and specify LATEST on the -p option to synchronize
all of the nodes in the GPFS cluster. Synchronization provides for all nodes in the GPFS cluster to use
the most recently specified primary GPFS cluster configuration server.

This option only applies when the traditional server-based configuration (non-CCR) repository is used.

-s SecondaryServer
Change the secondary server node for the GPFS cluster data. To remove the secondary GPFS server
and continue operating without it, specify a null string, " ", as the parameter. This may be specified as
a short or long node name, an IP address, or a node number.

This option only applies when the traditional server-based configuration (non-CCR) repository is used.

-r RemoteShellCommand
Specifies the fully-qualified path name for the remote shell program to be used by GPFS.

The remote shell command must adhere to the same syntax format as the ssh command, but may
implement an alternate authentication mechanism.

-R RemoteFileCopy
Specifies the fully-qualified path name for the remote file copy program to be used by GPFS.

The remote copy command must adhere to the same syntax format as the scp command, but may
implement an alternate authentication mechanism.

--nouse-sudo-wrapper
Specifies that the cluster reverts to using the default remote shell program and remote copy program.
For more information, see the topic Running IBM Spectrum Scale without remote root login in the IBM
Spectrum Scale: Administration Guide.

--use-sudo-wrapper [sudo-usex UserName]
Causes the nodes in the cluster to call the ssh and scp sudo wrapper scripts as the remote shell
program and the remote copy program. For more information, see the topic Running IBM Spectrum
Scale without remote root login in the IBM Spectrum Scale: Administration Guide.

--sudo-user UserName
Specifies a non-root admin user ID to be used when sudo wrappers are enabled and a root-level
background process calls an administration command directly instead of through sudo. The GPFS
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daemon that processes the administration command specifies this non-root user ID instead of the
root ID when it needs to run internal commands on other nodes. For more information, see the
topic Root-level processes that call administration commands directly in the IBM Spectrum Scale:
Administration Guide.

To disable this feature, specify the key word DELETE instead of a user name, as in the following
example:

mmchcluster --sudo-user DELETE

-C ClusterName
Specifies a new name for the cluster. If the user-provided name contains dots then the command
assumes that the user-provided name is a fully qualified domain name. Otherwise, to make the cluster
name unique, the command appends the domain of a quorum node to the user-provided name. The
maximum length of the cluster name including any appended domain name is 115 characters.

Since each cluster is managed independently, there is no automatic coordination and propagation of
changes between clusters like there is between the nodes within a cluster. This means that if you
change the name of the cluster, you should notify the administrators of all other GPFS clusters that
can mount your file systems so that they can update their own environments.

Before running this option, ensure that all GPFS daemons on all nodes have been stopped.

See the mmauth, mmremotecluster, and mmremotefs commands.

Exit status

1]
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmchcluster command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see the topic Requirements for administering a GPFS file system in the IBM Spectrum
Scale: Administration Guide.

Examples

To change the primary GPFS server for the cluster, issue this command:
mmchcluster -p k164n06

The system displays output similar to:
mmchcluster: Command successfully completed

To confirm the change, issue this command:
mmlscluster

The system displays information similar to:

GPFS cluster information

GPFS cluster name: clusterl.kgn.ibm.com
GPFS cluster id: 680681562214606028
GPFS UID domain: clusterl.kgn.ibm.com
Remote shell command: /usr/bin/rsh

Remote file copy command: /usr/bin/xcp
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GPFS cluster configuration servers:

Primary server: k164n06.kgn.ibm.com
Secondary server: k164n05.kgn.ibm.com

Node Daemon node name IP address Admin node name Designation

1 k164n04.kgn.ibm.com 198.117.68.68 k164n04.kgn.ibm.com quorum
2 k164n05.kgn.ibm.com 198.117.68.71 k164n05.kgn.ibm.com quorum
3 k164n06.kgn.ibm.com 198.117.68.70 k164sn06.kgn.ibm.com

See also

* “mmaddnode command” on page 35

« “mmchnode command” on page 230

« “mmcrcluster command” on page 291

* “mmdelnode command” on page 357

e “mmlscluster command” on page 469

* “mmremotecluster command” on page 608

Location
Just/lpp/mmfs/bin
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mmchconfig

Changes GPFS configuration parameters.

Synopsis

mmchconfig Attribute=valuel[,Attribute=value...] [-i | -I]

[-N {Node[,Node...] | NodeFile | NodeClasst]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmchconfig command to change the GPFS configuration attributes on a single node, a set of
nodes, or globally for the entire cluster.

Results

The configuration is updated on the specified nodes.

Parameters

-1

Specifies that the changes take effect immediately, but do not persist when GPFS is restarted. This
option is valid only for the following attributes:

deadlockBreakupDelay
deadlockDataCollectionDailylLimit
deadlockDataCollectionMinInterval
deadlockDetectionThreshold
deadlockDetectionThresholdForShortWaiters
deadlockOverloadThreshold
dioSmallSegWriteBatching
dmapiMountEvent
dmapiMountTimeout
dmapiSessionFailureTimeout
expelDataCollectionDailylLimit
expelDataCollectionMinInterval
fastestPolicyCmpThreshold
fastestPolicyMaxValidPeriod
fastestPolicyMinDiffPercent
fastestPolicyNumReadSamples
fileHeatLossPercent
fileHeatPeriodMinutes
ignorePrefetchLUNCount
linuxStatfsUnits

lrocData

lrocDataMaxFileSize
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e 1lrocDataStubFileSize
e lrocDirectories
e lrocEnableStoringClearText
e lrocInodes
« maxMBp$S
e nfsPrefetchStrategy
« nsdBufSpace
« nsdCksumTraditional
* nsdDumpBuffersOnCksumExrroxr
e nsdInlineWriteMax
* nsdMultiQueue
e pagepool
e panicOnIOHang
e pitWorkerThreadsPerNode
e proactiveReconnect
« readReplicaPolicy
» seqDiscardThreshold
« syncbuffsperiteration
- systemLoglLevel
« unmountOnDiskFail
- verbsRdmaRoCEToS
« workerlThreads (only when adjusting value down)
« writebehindThreshold
-i
Specifies that the changes take effect immediately and are permanent. This option is valid only for the
following attributes:

- cesSharedRoot

- cnfsGrace

e cnfsMountdPort

« cnfsNFSDprocs

- cnfsReboot

- cnfsSharedRoot

- cnfsVersions

- commandAudit

« dataDiskWaitTimeForRecovery

- dataStructureDump

- deadlockBreakupDelay

- deadlockDataCollectionDailylLimit
« deadlockDataCollectionMinInterval
- deadlockDetectionThreshold

« deadlockDetectionThresholdForShortWaiters
« deadlockOverloadThreshold

- debugDataControl

e dioSmallSeqWriteBatching
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disableInodeUpdateOnFDatasync
dmapiMountEvent
dmapiMountTimeout
dmapiSessionFailureTimeout
expelDataCollectionDailylLimit
expelDataCollectionMinInterval
fastestPolicyCmpThreshold
fastestPolicyMaxValidPeriod
fastestPolicyMinDiffPercent
fastestPolicyNumReadSamples
fileHeatlLossPercent
fileHeatPeriodMinutes
ignorePrefetchLUNCount
linuxStatfsUnits

lrocData
lrocDataMaxFileSize
lrocDataStubFileSize
lrocDirectories
lrocEnableStoringClearText
lrocInodes
maxDownDisksForRecovery
maxFailedNodesForRecovery
maxMBp$S
metadataDiskWaitTimeFoxrRecovery
minDiskWaitTimeForRecovery
mmfsLogTimeStampIS08601
nfsPrefetchStrategy
nsdBufSpace
nsdCksumTraditional
nsdDumpBuffersOnCksumError
nsdInlineWriteMax
nsdMultiQueue

pagepool

panicOnIOHang
pitWorkerThreadsPerNode
proactiveReconnect
readReplicaPolicy
restripeOnDiskFailure
seqDiscardThreshold
sudoUser
synchbuffsperiteration
systemLoglevel
unmountOnDiskFail

mmchconfig
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« verbsRdmaRoCEToS
- workerlThreads (only when adjusting value down)
« writebehindThreshold

-N {Node|,Node...] | NodeFile | NodeClass}
Specifies the set of nodes to which the configuration changes apply. The defaultis -N all.

For information on how to specify node names, see the topic Specifying nodes as inputs to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

To see a complete list of the attributes for which the -N flag is valid, see the table "Configuration
attributes on the mmchconfig command" in the topic Changing the GPFS cluster configuration data in
the IBM Spectrum Scale: Administration Guide.

This command does not support a NodeClass of mount.

Attribute=value
Specifies the name of the attribute to be changed and its associated value. More than one attribute
and value pair can be specified. To restore the GPFS default setting for an attribute, specify DEFAULT

as its value.
This command accepts the following attributes:

adminMode
Specifies whether all nodes in the cluster are used for issuing GPFS administration commands or

just a subset of the nodes. Valid values are:

allToAl
Indicates that all nodes in the cluster are used for running GPFS administration commands
and that all nodes are able to execute remote commands on any other node in the cluster
without the need of a password.

central
Indicates that only a subset of the nodes is used for running GPFS commands and that only
those nodes are able to execute remote commands on the rest of the nodes in the cluster
without the need of a password.

For more information, see the topic Requirements for administering a GPFS file system in the IBM
Spectrum Scale: Administration Guide.

afmAsyncDelay
Specifies (in seconds) the amount of time by which write operations are delayed (because write
operations are asynchronous with respect to remote clusters). For write-intensive applications
that keep writing to the same set of files, this delay is helpful because it replaces multiple writes
to the home cluster with a single write containing the latest data. However, setting a very high
value weakens the consistency of data on the remote cluster.

This configuration parameter is applicable only for writer caches (SW, IW, and primary), where
data from cache is pushed to home.

Valid values are between 1 and 2147483647. The default is 15.

afmAsyncOpWaitTimeout
Specifies the time (in seconds) that AFM or AFM DR waits for completion of any inflight
asynchronous operation which is synchronizing with the home or primary cluster. Subsequently,
AFM or AFM DR cancels the operation and tries synchronization again after home or primary
cluster is available.

Default value is 300. The range of valid values is 5 and 2147483647.

afmDirLookupRefreshInterval
Controls the frequency of data revalidations that are triggered by such lookup operations as 1s or
stat (specified in seconds). When a lookup operation is done on a directory, if the specified
amount of time has passed, AFM sends a message to the home cluster to find out whether the
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metadata of that directory has been modified since the last time it was checked. If the time
interval has not passed, AFM does not check the home cluster for updates to the metadata.

Valid values are 0 through 2147483647. The default is 60. In situations where home cluster data
changes frequently, a value of 0 is recommended.

afmDirOpenRefreshInterval
Controls the frequency of data revalidations that are triggered by such I/O operations as read or
write (specified in seconds). After a directory has been cached, open requests resulting from I/O
operations on that object are directed to the cached directory until the specified amount of time
has passed. Once the specified amount of time has passed, the open request gets directed to a
gateway node rather than to the cached directory.

Valid values are between 0 and 2147483647. The default is 60. Setting a lower value guarantees
a higher level of consistency.

afmDisconnectTimeout
The Waiting period in seconds to detect the status of the home cluster. If the home cluster is
inaccessible, the metadata server (MDS) changes the state to 'disconnected".

afmEnableNFSSec
If enabled at cache/primary, exported paths from home/secondary with kerberos-enabled
security levels like sys, krb5, krb5i, krb5p are mounted at cache/primary in the increasing
order of security level - sys, kxb5, krb5i, krb5p. For example, the security level of exported
path is krb5i then at cache, AFM/AFM DR tries to mount with level sys, followed by kxb5, and
finally mounts with the security level krb51i. If disabled at cache/primary, exported paths from
home/secondary are mounted with security level sys at cache/primary. You must configure KDC
clients on all the gateway nodes at cache/primary before enabling this parameter.

Valid values are yes and no. The default value is no.

afmExpirationTimeout
Is used with afmDisconnectTimeout (which can be set only through mmchconfig) to control
how long a network outage between the cache and home clusters can continue before the data in
the cache is considered out of sync with home. After aftmDisconnectTimeout expires, cached
data remains available until afmExpirationTimeout expires, at which point the cached data is
considered expired and cannot be read until a reconnect occurs.

Valid values are 0 through 2147483647. The default is disable.

afmFileLookupRefreshInterval
Controls the frequency of data revalidations that are triggered by such lookup operations as 1s or
stat (specified in seconds). When a lookup operation is done on a file, if the specified amount of
time has passed, AFM sends a message to the home cluster to find out whether the metadata of
the file has been modified since the last time it was checked. If the time interval has not passed,
AFM does not check the home cluster for updates to the metadata.

Valid values are 0 through 2147483647. The default is 30. In situations where home cluster data
changes frequently, a value of 0 is recommended.

afmFileOpenRefreshInterval
Controls the frequency of data revalidations that are triggered by such I/O operations as read or
write (specified in seconds). After a file has been cached, open requests resulting from I/0
operations on that object are directed to the cached file until the specified amount of time has
passed. Once the specified amount of time has passed, the open request gets directed to a
gateway node rather than to the cached file.

Valid values are 0 through 2147483647. The default is 30. Setting a lower value guarantees a
higher level of consistency.

afmHardMemThreshold

Sets a limit to the maximum amount of memory that AFM can use on each gateway node to record
changes to the file system. After this limit is reached, the fileset goes into a 'dropped’ state.
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Exceeding the limit and the fileset going into a 'dropped' state due to accumulated pending
requests might occur if -

« the cache cluster is disconnected for an extended period of time.
« the connection with the home cluster is on a low bandwidth.

afmHashVersion

Specifies the version of hashing algorithm to be used to assign AFM and AFM ADR filesets across
gateway nodes, thus running as few recoveries as possible. This minimizes impact of gateway
nodes joining or leaving the active cluster.

Valid values are 1,2, 4 or 5. Default value is 2.

afmMaxParallelRecoveries
Specifies the number of filesets per gateway node on which event recovery is run. The default
value is 0. When the value is 0, event recovery is run on all filesets of the gateway node.

afmNumReadThreads
Defines the number of threads that can be used on each participating gateway node during
parallel read. The default value of this parameter is 1; that is, one reader thread will be active on
every gateway node for each big read operation qualifying for splitting per the parallel read
threshold value. The valid range of values is 1 to 64.

afmNumWriteThreads
Defines the number of threads that can be used on each participating gateway node during
parallel write. The default value of this parameter is 1; that is, one writer thread will be active on
every gateway node for each big write operation qualifying for splitting per the parallel write
threshold value. Valid values can range from 1 to 64.

afmParallelMounts

When this parameter is enabled, the primary gateway node of a fileset at a cache cluster attempts
to mount the exported path from multiple NFS servers that are defined in the mapping. Then, this

primary gateway node sends unique messages through each NFS mount to improve performance

by transferring data in parallel.

Before enabling this parameter, define the mapping between the primary gateway node and NFS
servers by issuing the mmafmcon£fig command.

afmParallelReadChunkSize
Defines the minimum chunk size of the read that needs to be distributed among the gateway
nodes during parallel reads. Values are interpreted in terms of bytes. The default value of this
parameter is 128 MiB, and the valid range of values is 0 to 2147483647. It can be changed cluster
wide with the mmchconfig command. It can be set at fileset level using mmcrfileset or
mmchfileset commands.

afmParallelReadThreshold
Defines the threshold beyond which parallel reads become effective. Reads are split into chunks
when file size exceeds this threshold value. Values are interpreted in terms of MiB. The default
value is 1024 MiB. The valid range of values is 0 to 2147483647. It can be changed cluster wide
with the mmchconfig command. It can be set at fileset level using mmcrfileset or
mmchfileset commands.

afmParallelWriteChunkSize
Defines the minimum chunk size of the write that needs to be distributed among the gateway
nodes during parallel writes. Values are interpreted in terms of bytes. The default value of this
parameter is 128 MiB, and the valid range of values is 0 to 2147483647. It can be changed cluster
wide with the mmchconfig command. It can be set at fileset level using mmcrfileset or
mmchfileset commands.

afmParallelWriteThreshold
Defines the threshold beyond which parallel writes become effective. Writes are split into chunks
when file size exceeds this threshold value. Values are interpreted in terms of MiB. The default
value of this parameter is 1024 MiB, and the valid range of values is 0 to 2147483647. It can be
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changed cluster wide with the mmchconfig command. It can be set at fileset level using
mmcrfileset or mmchfileset commands.

afmReadSparseThreshold
Specifies the size in MB for files in cache beyond which sparseness is maintained. For all files
below the specified threshold, sparseness is not maintained.

afmRefreshAsync
Modifies the cache data refresh operation to asynchronous mode. Cache data refresh operation in
asynchronous mode improves performance of applications that query data. Upon readdir or
lookup request, a revalidation request for files or directories is queued as an asynchronous
request to the gateway but the last known synchronized state of the cache data is returned to the
applications. Cache data is refreshed after revalidation with home is complete. Revalidation time
depends on the network availability and its bandwidth.

Valid values are 'no' and 'yes'. With the default value as 'no', cache data is validated with home
synchronously. Specify the value as 'yes' if you want the cache data refresh operation to be in
asynchronous mode.

afmRevalOpWaitTimeout
Specifies the time that AFM waits for revalidation to get response from the home cluster.
Revalidation checks if any changes are available at home (data and metadata) that need to be
updated to the cache cluster. Revalidation is performed when application trigger operations like
lookup, open at cache. If revalidation is not completed within this time, AFM cancels the operation
and returns data available at cache to the application.

Default value is 180. The range of valid values is 5 and 2147483647.

afmRPO
Specifies the recovery point objective (RPO) interval for an AFM DR fileset. This attribute is
disabled by default. You can specify a value with the suffix M for minutes, H for hours, or W for
weeks. For example, for 12 hours specify 12H. If you do not add a suffix, the value is assumed to
be in minutes. The range of valid values is 720 minutes - 2147483647 minutes.

afmSecondaryRW
Specifies if the secondary is read-write or not.

yes
Specifies that the secondary is read-write.

no
Specifies that the secondary is not read-write.

afmShowHomeSnapshot
Controls the visibility of the home snapshot directory in cache. For this to be visible in cache, this
variable has to be set to yes, and the snapshot directory name in the cache and home cannot be
the same.

yes
Specifies that the home snapshot link directory is visible.

no
Specifies that the home snapshot link directory is not visible.

See Peer snapshot -psnap in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

afmSyncOpWaitTimeout
Specifies the time that AFM or AFM DR waits for completion of any inflight synchronous operation
which is synchronizing with the home or primary cluster. When any application is performing any
synchronous operation at cache or secondary, AFM or AFM DR tries to get a response from home
or primary cluster. If home or primary cluster is not responding, application might be
unresponsive. If operation does not complete in this timeout interval, AFM or AFM DR cancels the
operation.

Default value is 180. The range of valid values is 5 and 2147483647.
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atimeDeferredSeconds
Controls the update behavior of atime when the relatime option is enabled. The default value is
86400 seconds (24 hours). A value of 0 effectively disables relatime and causes the behavior to
be the same as the atime setting.

For more information, see the topic Mount options specific to IBM Spectrum Scale in the IBM
Spectrum Scale: Administration Guide.

autoBuildGPL={yes | no | mmbuildgplOptions}
Causes IBM Spectrum Scale to detect when the GPFS portability layer (GPL) needs to be rebuilt
and to rebuild it automatically. A rebuild is triggered if the GPFS kernel module is missing or if a
new level of IBM Spectrum Scale is installed. The mmbuildgpl command is called to do the
rebuild. For the rebuild to be successful, the requirements of the mmbuildgpl command must be
met; in particular, the build tools and kernel headers must be present on each node. This attribute
takes effect when the GPFS daemon is restarted. For more information, see the topics
“mmbuildgpl command” on page 105 and Using the mmbuildgpl command to build the GPFS
portability layer on Linux nodes in the IBM Spectrum Scale: Concepts, Planning, and Installation
Guide.

Note: This parameter does not apply to the AIX and Windows environments.

yes
Causes the GPL to be rebuilt when necessary.

no
Takes no action when the GPL needs to be rebuilt. This is the default value.

mmbuildgplOptions
Causes the GPL to be rebuilt when necessary and causes mmbuildgpl to be called with the
indicated options. This value is a hyphen-separated list of options in any order:

quiet
Causes mmbuildgpl to be called with the - -quiet parameter.

verbose
Causes mmbuildgpl to be called with the -v option.

Note that yes, no, and mmbuildgplOptions are mutually exclusive, and that mmbuildgp!Options
implies yes. You cannot specify both yes and mmbuildgplOptions. You can specify both quiet
and vexrbose on the command line by separating them with a hyphen, as in
autoBuildGPL=quiet-verbose. See Table 14 on page 168.

The -N flag is valid for this attribute.

Table 14. Values assigned to autoBuildGPL and their effects
Value assigned to Calls mmbuildgpl when the GPL needs to be rebuilt
toBuildGPL

autobul Calls mmbuildgpl Passes the --quiet Passes the -v option
parameter to to mmbuildgpl
mmbuildgpl

autoBuildGPL=no

autoBuildGPL=yes

autoBuildGPL=quiet X X

autoBuildGPL=verbos X X

e

autoBuildGPL=quiet- X X X

verbose

autoBuildGPL=verbos X X X

e-quiet
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autoload
Starts GPFS automatically whenever the nodes are rebooted. Valid values are yes or no.

The -N flag is valid for this attribute.

automountDir
Specifies the directory to be used by the Linux automounter for GPFS file systems that are being
mounted automatically. The default directory is /gpfs/automountdir. This parameter does not
apply to AIX and Windows environments.

cesSharedRoot
Specifies a directory in a GPFS file system to be used by the Cluster Export Services (CES)
subsystem. For the CES shared root, the recommended value is a dedicated file system, but it is
not enforced. The CES shared root can also be a part of an existing GPFS file system. In any case,
cesSharedRoot must reside on GPFS and must be available when it is configured through
mmchconfig.

GPFS must be down on all CES nodes in the cluster when changing the cesSharedRoot attribute.

cifsBypassTraversalChecking
Controls the GPFS behavior while performing access checks for directories

GPFS grants the SEARCH access when the following conditions are met:

» The object is a directory
« The parameter value is yes
« The calling process is a Samba process

GPFS grants the SEARCH access regardless of the mode or ACL.

cipherList
Sets the security mode for the cluster. The security mode determines the level of the security that
the cluster provides for communications between nodes in the cluster and also for
communications with other clusters. There are three security modes:

EMPTY
The sending node and the receiving node do not authenticate each other, do not encrypt
transmitted data, and do not check data integrity.

AUTHONLY
The sending and receiving nodes authenticate each other, but they do not encrypt transmitted
data and do not check data integrity. This mode is the default in IBM Spectrum Scale V4.2 or
later.

Cipher
The sending and receiving nodes authenticate each other, encrypt transmitted data, and check
data integrity. To set this mode, you must specify the name of a supported cipher, such as
AES128-GCM-SHA256.

Note: Although after mmchconfig is issued, the mmfsd daemon accepts the new
cipherList immediately, it uses the cipher only for new TCP/TLS connections to other
nodes. Existing mmfsd daemon connections remain with the prior cipherList settings. For
the new cipherList to take complete effect immediately, GPFS needs to be restarted on all
nodes in a rolling fashion, one node at a time, to prevent cluster outage. When a cipher other
than AUTHONLY or EMPTY is in effect, it can lead to significant performance degradation, as
this results in encryption and data integrity verification of the transmitted data.

For more information about the security mode and supported ciphers, see the topic Security mode
in the IBM Spectrum Scale: Administration Guide.

cnfsGrace
Specifies the number of seconds a CNFS node will deny new client requests after a node failover
or failback, to allow clients with existing locks to reclaim them without the possibility of some
other client that is being granted a conflicting access. For v3, only new lock requests are denied.
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For v4, new lock, read, and write requests are rejected. The cnfsGrace value also determines the
time period for the server lease.

Valid values are 10 - 600. The default is 90 seconds. While a short grace period is good for fast
server failover, it comes at the cost of increased load on server to effect lease renewal.

GPFS must be down on all CNFS nodes in the cluster when changing the cnfsGrace attribute.

cnfsMountdPort
Specifies the port number to be used for rpc.mountd. See the IBM Spectrum Scale: Administration
Guide for restrictions and additional information.

cnfsNFSDprocs
Specifies the number of nfsd kernel threads. The default is 32.

cnfsReboot

Specifies whether the node reboots when CNFS monitoring detects an unrecoverable problem
that can be handled only by node failover.

Valid values are yes or no. The default is yes and recommended. If node reboot is not desired for
other reasons, it should be noted that clients that were communicating with the failing node are
likely to get errors or hang. CNFS failover is only guaranteed with cnfsReboot enabled.

The -N flag is valid for this attribute.

cnfsSharedRoot
Specifies a directory in a GPFS file system to be used by the clustered NFS subsystem.

GPFS must be down on all CNFS nodes in the cluster when changing the cnfsSharedRoot
attribute.

See the IBM Spectrum Scale: Administration Guide for restrictions and additional information.

cnfsVersions
Specifies a comma-separated list of protocol versions that CNFS should start and monitor.

The default is 3,4.
GPFS must be down on all CNFS nodes in the cluster when changing the cnfsVersions attribute.
See the IBM Spectrum Scale: Administration Guide for additional information.

commandAudit
Controls the logging of audit messages for GPFS commands that change the configuration of the
cluster. This attribute is not supported on Windows operating systems. For more information, see
the topic Audit messages for cluster configuration changes in the IBM Spectrum Scale: Problem
Determination Guide.

on
Starts audit messages. Messages go to syslog and the GPFS log.
syslogOnly
Starts audit messages. Messages go to syslog only. This value is the default.

off
Stops audit messages.

The -N flag is valid for this attribute.

dataDiskCacheProtectionMethod
The dataDiskCacheProtectionMethod parameter defines the cache protection method for
disks that are used for the GPFS file system. The valid values for this parameter are 0, 1, and 2.

The default value is 0. The default value indicates that the disks are Power-Protected and, when
the down disk is started, only the standard GPFS log recovery is required. If the value of this
parameter is 1, the disks are Power-Protected with no disk cache. GPFS works the same as before.
If the value of this parameter is 2, when a node stops functioning, files that have data in disk
cache must be recovered to a consistent state when the disk is started.
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This parameter impacts only disks in the FPO storage pool. If the physical disk-write cache is
enabled, the value of this parameter must be set to 2. Otherwise, maintain the default.

dataDiskWaitTimeForRecovery
Specifies a period, in seconds, during which the recovery of dataOnly disks is suspended to give
the disk subsystem a chance to correct itself. This parameter is taken into account when the
affected disks belong to a single failure group. If more than one failure group is affected, the delay
is based on the value of ninDiskWaitTimeForRecovery.

Valid values are 0 - 3600 seconds. The default is 3600. If restripeOnDiskFailure is no,
dataDiskWaitTimeForRecovery has no effect.

dataStructureDump
Specifies a path for storing dumps. You can specify a directory or a symbolic link. The default is to
store dumps in /tmp/mmfs. This attribute takes effect immediately whether or not -1 is specified.

Itis a good idea to create a directory or a symbolic link for problem determination information. Do
not put it in a GPFS file system, because it might not be available if GPFS fails. When a problem
occurs, GPFS can write 200 MiB or more of problem determination data into the directory. Copy
and delete the files promptly so that you do not get a NOSPACE error if another failure occurs.

Important: Before you change the value of dataStructureDump, stop the GPFS trace.
Otherwise you will lose GPFS trace data. Restart the GPFS trace afterward. For more information,
see the topic Generating GPFS trace reports in the IBM Spectrum Scale: Problem Determination
Guide.

The -N flag is valid for this attribute.

deadlockBreakupDelay
Specifies how long to wait after a deadlock is detected before attempting to break up the
deadlock. Enough time must be provided to allow the debug data collection to complete.

The default is 0, which means that the automated deadlock breakup is disabled. A positive value
enables the automated deadlock breakup. If automated deadlock breakup is to be enabled, a
delay of 300 seconds or longer is recommended.

deadlockDataCollectionDailyLimit
Specifies the maximum number of times that debug data can be collected each day.

The default is 3. If the value is 0, then no debug data is collected when a potential deadlock is
detected.

deadlockDataCollectionMinInterval
Specifies the minimum interval between two consecutive collections of debug data.

The default is 3600 seconds.

deadlockDetectionThreshold
Specifies the initial deadlock detection threshold. The effective deadlock detection threshold
adjusts itself over time. A suspected deadlock is detected when a waiter waits longer than the
effective deadlock detection threshold.

The default is 300 seconds. If the value is 0, then automated deadlock detection is disabled.

deadlockDetectionThresholdForShortWaiters
Specifies the deadlock detection threshold for short waiters. The default value is 60 seconds. Do
not set a large value, because short waiters are supposed to complete and disappear quickly.

deadlockOverloadThreshold
Specifies the threshold for detecting a cluster overload condition. If the overload index on a node
exceeds the deadlockOverloadThreshold, then the effective deadlockDetectionThreshold is
raised. The overload index is calculated heuristically and is based mainly on the I/O completion
times.

The default is 1. If the value is 0, then overload detection is disabled.
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debugDataControl
Controls the amount of debug data that is collected. This attribute takes effect immediately
whether or not -1 is specified. The -N flag is valid for this attribute.

none
No debug data is collected.

light
The minimum amount of debug data that is most important for debugging issues is collected.
This is the default value.

medium
More debug data is collected.

heavy
The maximum amount of debug data is collected, targeting internal test systems.

verbose
Needed only for troubleshooting special cases and can result in large dumps.

The following table provides more information about these settings:

Table 15. Settings for debugDataControl

Setting Collect dump data Collect trace Collect a short
information (if tracing | sample of trace
is already running) information?

none No No No

light (default) Yes Yes No

medium Yes, more dump data | Yes No

heavy (for internal Yes, even more dump | Yes Yes

test teams) data

verbose (for Yes, all dump data Yes Yes

developers)

11f trace is not running, turn tracing on, let it run for 20 seconds, and then turn trace off.

defaultHelperNodes
Specifies a default set of nodes that can be used by commands that are able to distribute work to
multiple nodes. To specify values for this parameter, follow the rules that are described for the -N
option in the topic Specifying nodes as input to GPFS commands in the IBM Spectrum Scale:
Administration Guide.

To override this setting when you use such commands, explicitly specify the helper nodes with the
-N option of the command that you issue.

The following commands can use the nodes that this parameter provides: mmadddisk,
mmapplypolicy, mmbackup, mmchdisk, mmcheckquota, mmdefragfs, mmdeldisk,
mmdelsnapshot, mmfileid, mmfsck, mmimgbackup, mmimgrestore, mmrestorefs,
mmrestripefs, and mmrpldisk.

When the command runs, its lists the NodeClass values.

defaultMountDir
Specifies the default parent directory for GPFS file systems. The default value is /gp£s. If an
explicit mount directory is not provided with the mmcxrfs, mmchfs, or mmremotefs command, the
default mount point is set to DefaultMountDir/DeviceName.

dioSmallSeqWriteBatching={yes | no}

Controls whether GPFS enables a performance optimization that allows multiple Direct I/O (DIO)
Asynchronous Input/Output (AIO) write requests to be handled as buffered I/O and be batched
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together into larger write operations. When enabled, GPFS tries to combine multiple small
sequential asynchronous Direct I/O writes when committing the writes to storage. Valid values are
yes or no. The default value is no.

When dioSmallSegWriteBatching is setto yes GPFS holds small (up to 64 KiB) AIO/DIO
write requests for a few microseconds, to allow for the held request to be combined together with
additional contiguous writes that might occur.

disableInodeUpdateOnFdatasync
Controls the inode update on fdatasync for mtime and atime updates. Valid values are yes or no.

When disableInodeUpdateOnFdatasync is set to yes, the inode object is not updated on disk
for mtime and atime updates on fdatasync () calls. File size updates are always synced to the
disk.

When disableInodeUpdateOnFdatasync is set to no, the inode object is updated with the
current mtime on fdatasync () calls. This is the default.

dmapiDataEventRetry
Controls how GPFS handles data events that are enabled again immediately after the event is
handled by the DMAPI application. Valid values are as follows:

-1
Specifies that GPFS always regenerates the event as long as it is enabled. This value should be
used only when the DMAPI application recalls and migrates the same file in parallel by many
processes at the same time.

0

Specifies to never regenerate the event. Do not use this value if a file might be migrated and
recalled at the same time.

RetryCount
Specifies the number of times the data event should be retried. The default is 2.

For further information regarding DMAPI for GPFS, see GPFS-specific DMAPI events in the IBM
Spectrum Scale: Command and Programming Reference.

dmapiEventTimeout
Controls the blocking of file operation threads of NFS, while in the kernel waiting for the handling
of a DMAPI synchronous event. The parameter value is the maximum time, in milliseconds, the
thread blocks. When this time expires, the file operation returns ENOTREADY, and the event
continues asynchronously. The NFS server is expected to repeatedly retry the operation, which
eventually finds the response of the original event and continue. This mechanism applies only to
read, write, and truncate event types, and only when such events come from NFS server threads.
The timeout value is given in milliseconds. The value 0 indicates immediate timeout (fully
asynchronous event). A value greater than or equal to 86400000 (which is 24 hours) is considered
infinity (no timeout, fully synchronous event). The default value is 86400000.

For the parameter change to take effect, restart the GPFS daemon on the nodes that are specified
in the -N option. If the -N option is not used, restart the GPFS daemon on all nodes.

For further information about DMAPI for GPFS, see GPFS-specific DMAPI events in the IBM
Spectrum Scale: Command and Programming Reference.

The -N flag is valid for this attribute.

dmapiMountEvent
Controls the generation of the mount, preunmount, and unmount events. Valid values are:

all

mount, preunmount, and unmount events are generated on each node. This is the default
behavior.
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SessionNode
mount, preunmount, and unmount events are generated on each node and are delivered to
the session node, but the session node does not deliver the event to the DMAPI application
unless the event is originated from the SessionNode itself.

LocalNode
mount, preunmount, and unmount events are generated only if the node is a session node.

For further information regarding DMAPI for GPFS, see GPFS-specific DMAPI events in the IBM
Spectrum Scale: Command and Programming Reference.

dmapiMountTimeout
Controls the blocking of mount operations, waiting for a disposition for the mount event to be set.
This timeout is activated, at most once on each node, by the first external mount of a file system
that has DMAPI enabled, and only if there has never before been a mount disposition. Any mount
operation on this node that starts while the timeout period is active waits for the mount
disposition. The parameter value is the maximum time, in seconds, that the mount operation
waits for a disposition. When this time expires and there is still no disposition for the mount event,
the mount operation fails, returning the EI0 error. The timeout value is given in full seconds. The
value 0 indicates immediate timeout (immediate failure of the mount operation). A value greater
than or equal to 86400 (which is 24 hours) is considered infinity (no timeout, indefinite blocking
until there is a disposition). The default value is 60.

The -N flag is valid for this attribute.

For further information regarding DMAPI for GPFS, see GPFS-specific DMAPI events in the IBM
Spectrum Scale: Command and Programming Reference.

dmapiSessionFailureTimeout
Controls the blocking of file operation threads, while in the kernel, waiting for the handling of a
DMAPI synchronous event that is enqueued on a session that has experienced a failure. The
parameter value is the maximum time, in seconds, the thread waits for the recovery of the failed
session. When this time expires and the session has not yet recovered, the event is canceled and
the file operation fails, returning the EIO error. The timeout value is given in full seconds. The
value 0 indicates immediate timeout (immediate failure of the file operation). A value greater than
or equal to 86400 (which is 24 hours) is considered infinity (no timeout, indefinite blocking until
the session recovers). The default value is 0.

For further information regarding DMAPI for GPFS, see GPFS-specific DMAPI events in the IBM
Spectrum Scale: Command and Programming Reference.

The -N flag is valid for this attribute.

enableIPvé6
Controls whether the GPFS daemon communicates through the IPv6 network. The following
values are valid:

no
Specifies that the GPFS daemon does not communicate through the IPv6 network. This is the
default.

yes
Specifies that the GPFS daemon communicates through the IPv6 network. yes requires that
the daemon be down on all nodes.

prepare
After the command completes, the daemons can be recycled on all nodes at a time chosen by
the user (before proceeding to run the command with commit specified).

commit
Verifies that all currently active daemons have received the new value, allowing the user to
add IPv6 nodes to the cluster.

Note:
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Before changing the value of enableIPv6, the GPFS daemon on the primary configuration server
must be inactive. After changing the parameter, the GPFS daemon on the rest of nodes in the
cluster should be recycled. This can be done one node a time.

To use IPv6 addresses for GPFS, the operating system must be properly configured as IPv6
enabled, and IPv6 addresses must be configured on all the nodes within the cluster.

enforceFilesetQuotaOnRoot
Controls whether fileset quotas should be enforced for the root user the same way as for any other
users. Valid values are yes or no. The default is no.

expelDataCollectionDailyLimit
Specifies the maximum number of times that debug data associated with expelling nodes can be
collected in a 24-hour period. Sometimes exceptions are made to help capture the most relevant
debug data.

The default is 3. If the value is 0, then no expel-related debug data is collected.

expelDataCollectionMinInterval
Specifies the minimum interval, in seconds, between two consecutive expel-related data
collection attempts on the same node.

The default is 3600 seconds.

failureDetectionTime
Indicates to GPFS the amount of time it takes to detect that a node has failed.

GPFS must be down on all the nodes when changing the failureDetectionTime attribute.

fastestPolicyCmpThreshold
Indicates the disk comparison count threshold, above which GPFS forces selection of this disk as
the preferred disk to read and update its current speed.

Valid values are >= 3. The default is 50. In a system with SSD and regular disks, the value of the
fastestPolicyCmpThreshold parameter can be set to a greater number to let GPFS refresh
the speed statistics for slower disks less frequently.

fastestPolicyMaxValidPeriod
Indicates the time period after which the disk's current evaluation is considered invalid (even if its
comparison count has exceeded the threshold) and GPFS prefers to read this disk in the next
selection to update its latest speed evaluation.

Valid values are >= 1 in seconds. The default is 600 (10 minutes).

fastestPolicyMinDiffPercent
A percentage value indicating how GPFS selects the fastest between two disks. For example, if
you use the default fastestPolicyMinDiffPercent value of 50, GPFS selects a disk as faster only if it
is 50% faster than the other. Otherwise, the disks remain in the existing read order.

Valid values are 0 - 100 in percentage points. The default is 50.

fastestPolicyNumReadSamples
Controls how many read samples are taken to evaluate the disk's recent speed.

Valid values are 3 - 100. The default is 5.

fileHeatLossPercent

The file heat attribute of a file increases in value when the file is accessed but decreases in value
over time if the file is not accessed. The £ileHeatLossPexcent attribute specifies the percent
of file access heat that an unaccessed file loses at the end of each tracking period. The valid range
is 0 - 100. The default value is 10, which indicates that an unaccessed file loses 10 percent of its
file access heat at the end of each tracking period. The tracking period is set by
fileHeatPeriodMinutes. For more information, see the topic File heat: Tracking the file access
temperature in the IBM Spectrum Scale: Command and Programming Reference.

This attribute does not take effect until the GPFS daemon is stopped and restarted.
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fileHeatPeriodMinutes
A nonzero value enables file heat tracking and specifies the frequency with which the file heat
attribute is updated. A value of O disables file access heat tracking. The default value is 0. For
more information, see the topic File heat: Tracking the file access temperature in the IBM Spectrum
Scale: Command and Programming Reference.

This attribute does not take effect until the GPFS daemon is stopped and restarted.

FIPS1402mode
Controls whether GPFS uses a FIPS-140-2-compliant encryption module for encrypted
communications between nodes and for file encryption. Valid values are yes or no. The default
value is no.

When it is enabled, FIPS 140-2 mode applies only to the following two features of IBM Spectrum
Scale:

« Encryption and decryption of file data when it is transmitted between nodes in the current
cluster or between a node in the current cluster and a node in another cluster. To enable this
feature, issue the following command:

mmchconfig cipherlList=SupportedCipher

where SupportedCipher is a cipher that is supported by IBM Spectrum Scale, such as AES128-
GCM-SHA256. For more information, see the following topics:

— Security mode in the IBM Spectrum Scale: Administration Guide.

— Setting security mode for internode communications in a cluster in the IBM Spectrum Scale:
Administration Guide.

Encryption of file data as it is written to storage media and decryption of file data as it is read
from storage media. For more information about file data encryption, see the following section
of the documentation:

— Encryption in the IBM Spectrum Scale: Administration Guide.

Note: For performance reasons, do not enable FIPS 140-2 mode unless all the nodes in the
cluster are running FIPS-certified kernels in FIPS mode. This note applies only to encryption of
file data as it is written to storage media and decryption of file data as it is read from storage
media. This note does not apply to encryption and decryption of file data when it is transmitted
between nodes.

FIPS 140-2 mode does not apply to other components of IBM Spectrum Scale that use
encryption, such as object encryption.

frequentLeaveCountThreshold
Specifies the number of times a node exits the cluster within the last
frequentLeaveTimespanMinutes before autorecovery ignores the next exit of that node. If the
exit count of a node within the last frequentLeaveTimespanMinutes is greater than
frequentLeaveCountThreshold, autorecovery ignores the corresponding node exit.

The valid values are 0 - 10. The default is 0, which means autorecovery always handles the exit of
a node no matter how frequent a node exits.

If restripeOnDiskFailure is no, frequentLeaveCountThreshold has no effect.

frequentLeaveTimespanMinutes
Specifies the time span that is used to calculate the exit frequency of a node. If the exit count of a
node within the last frequentLeaveTimespanMinutes is greater than the
frequentLeaveCountThreshold, autorecovery ignores the corresponding node exit.

The valid values are 1 - 1440. The default is 60.

If restripeOnDiskFailure is no, frequentLeaveTimespanMinuteshas no effect.
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ignorePrefetchLUNCount
The GPFS client node calculates the number of sequential access prefetch and write-behind
threads to run concurrently for each file system by using the count of the number of LUNs in the
file system and the value of maxMBpS. However, if the LUNs being used are composed of multiple
physical disks, this calculation can underestimate the amount of I0 that can be done concurrently.

Setting the value of the ignorePrefetchLUNCount parameter to yes does not include the LUN
count and uses the maxMBpS value to dynamically determine the number of threads to schedule
the prefetchThreads value.

This parameter impacts only the GPFS client node. The GPFS NSD server does not include this
parameter in the calculation.

The valid values for this parameter are yes and no. The default value is no and can be used in
traditional LUNs where one LUN maps to a single disk or an n+mP array. Set the value of this
parameter to yes when the LUNs presented to GPFS are made up of a large numbers of physical
disks.

The -N flag is valid for this attribute.

linuxStatfsUnits={posix | subblock | fullblock}
Controls the values that are returned by the Linux functions statfs and statvfs for £_bsize,
f_rsize, f_blocks, and £_bfree:

Table 16. Values returned by statvfs or statfs for different settings of LinuxStatfsUnits
linuxStatfsUn | f_bsize f_frsize f_blocks f_bfree
its
posix Block size Subblock size Units of Units of
subblocks subblocks
subblock Subblock size Subblock size Units of Units of
subblocks subblocks
fullblock Block size Block size Units of blocks Units of blocks
posix

Returns the correct values as they are specified by POSIX for statvfs. This setting might
break Linux applications that are written for an earlier version of the statfs function and that
incorrectly assume that file system capacity (f_blocks) and free space (f_bfree) are
reported in units given by £_bsize rather than £_frsize.

subblock
Returns values that result in correct disk space requirement calculations but that do not break
earlier Linux applications.

fullblock
Returns the same values as do versions of IBM Spectrum Scale that are earlier than 5.0.3. This
is the default value.

Note:

- The posix value is preferable for applications that use the POSIX-compliant statv£s function.

« Linux applications that were built with the earlier Linux stat£s function might depend on the
behavior that is provided by the fullblock option.

For more information, see the description of the -b Blocksize option in the topic “mmcrfs
command” on page 303.

The -N flag is valid for this attribute.

lrocData
Controls whether user data is populated into the local read-only cache. Other configuration
options can be used to select the data that is eligible for the local read-only cache. When using

Chapter 1. Command reference 177



mmchconfig

more than one such configuration option, data that matches any of the specified criteria is eligible
to be saved.

Valid values are yes or no. The default value is yes.

If lrocDatais set to yes, by default the data that was not already in the cache when accessed by
a user is subsequently saved to the local read-only cache. The default behavior can be overridden
using the lrocDataMaxFileSize and 1rocDataStubFileSize configuration options to save
all data from small files or all data from the initial portion of large files.

lrocDataMaxFileSize
Limits the data that can be saved in the local read-only cache to only the data from small files.

A value of -1 indicates that all data is eligible to be saved. A value of 0 indicates that small files are
not to be saved. A positive value indicates the maximum size of a file to be considered for the local
read-only cache. For example, a value of 32768 indicates that files with 32 KB of data or less are
eligible to be saved in the local read-only cache. The default value is 0.

lrocDataStubFileSize
Limits the data that can be saved in the local read-only cache to only the data from the first
portion of all files.

A value of -1 indicates that all file data is eligible to be saved. A value of 0 indicates that stub data
is not eligible to be saved. A positive value indicates that the initial portion of each file that is
eligible is to be saved. For example, a value of 32768 indicates that the first 32 KB of data from
each file is eligible to be saved in the local read-only cache. The default value is 0.

lrocDirectories
Controls whether directory blocks is populated into the local read-only cache. The option also
controls other file system metadata such as indirect blocks, symbolic links, and extended attribute
overflow blocks.

Valid values are yes or no. The default value is yes.

lrocEnableStoringClearText
Controls whether encrypted file data can be read into a local read-only cache (LROC) device. Valid
values are yes and no. The default value is no.

If the value is yes, encrypted files can benefit from the performance improvements that are
provided by an LROC device. However, be aware that IBM Spectrum Scale holds encrypted file
data in memory as cleartext. Because LROC storage is non-volatile, an attacker can capture the
cleartext by removing the LROC device from the system and reading the contents at some other
location.

Warning: You must take steps to protect the cleartext while it is in LROC device storage. One
method is to install an LROC device that internally encrypts data that is written into it and decrypts
data that is read from it. However, be aware that a device of this type voids the IBM Spectrum
Scale secure deletion guarantee, because IBM Spectrum Scale does not manage the encryption
key for the device.

For more information, see the following topics:

Encryption and local read-only cache (LROC) in the IBM Spectrum Scale: Administration Guide.
Local read-only cache in the IBM Spectrum Scale: Administration Guide.

lrocInodes
Controls whether inodes from open files is populated into the local read-only cache; the cache
contains the full inode, including all disk pointers, extended attributes, and data.

Valid values are yes or no. The default value is yes.

maxActivelallocSegs
Specifies the number of active inode allocation segments that are maintained on the specified
nodes. The valid range is 1 - 64. A value greater than 1 can significantly improve performance in
the following scenario:

1. Asingle node has created a large number of files in multiple directories.
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2. Processes and threads on multiple nodes are now concurrently attempting to delete or unlink
files in those directories.

Values greater than 8 might not provide any improvement in performance.

A value greater than 1 is supported only on file systems that are created at or upgraded to file
system format version 5.0.2 or later (file system format number 20.00 or later).

The default value is 8 on file systems that are created at file system format version 5.0.2 or later.
The default value is 1 on earlier file system format versions and on file systems that are upgraded
to file system format version 5.0.2.

A change in the value of this attribute is not effective until after the file system is remounted.

If the value of this attribute has not been changed since the file system was created, the
mmlsconfig command lists the value as -1. But the actual value is 1 or 8, depending on the level
of the file system:

« File systems created at version 5.0.2 or later: 8
- File systems created at an earlier version: 1

The -N flag is valid for this attribute.

maxblocksize
Changes the maximum file system block size. Valid block sizes are 64 KiB, 128 KiB, 256 KiB, 512
KiB, 1 MiB, 2 MiB, 4 MiB, 8 MiB, and 16 MiB. Specify this value with the character K or M; for
example, use 8M to specify a block size of 8 MiB. When you create a new cluster, maxblocksize
is set to DEFAULT (4 MiB). For more information, see “mmcrfs command” on page 303.

File systems with block sizes larger than the specified value cannot be created or mounted unless
the block size is increased.

GPFS must be down on all the nodes in the cluster when you change the maxblocksize
attribute.

Note: When you migrate a cluster from an earlier version to 5.0.0 or later, the value of
maxblocksize stays the same. However, if maxblocksize was set to DEFAULT in the earlier
version of the cluster, then migrating it to 5.0.0 or later sets it explicitly to 1 MiB, which was the
default value in earlier versions. To change maxblocksize to the default value after migrating to
5.0.0 or later, set maxblocksize=DEFAULT (4 MiB).

maxBufferDescs
Valid values are from 512 to 10,000,000.

Without explicit setting, it is set to a value of 10 * maxFilesToCache up to pagepool size/16 KB.
Each buffer descriptor caches maximum block size data for a file. When caching small files, it does
not need to be more than a small multiple of maxFilesToCache since only OpenFile objects can
cache data blocks. When an application needs to cache large files, maxBufferDescs can be
tuned to ensure that there are enough to cache large files.

For example, if you have 10,000 buffer descriptors that are configured and a 1MiB file system
block size, you do not have enough buffer descriptors to cache a 20 GiB file. To cache a 20 GiB file,
increase maxBufferDescs to at least 20,480 (20 GiB/1MiB=20,480).

The -N flag is valid for this attribute.

maxDownDisksForRecovery
Specifies the maximum number of disks that might experience a failure and still be subject to an
automatic recovery attempt. If this value is exceeded, no automatic recovery actions take place.

Valid values are in the range 0 - 300. The default is 16. If restripeOnDiskFailure is no,
maxDownDisksForRecovery has no effect.

maxFailedNodesForRecovery
Specifies the maximum number of nodes that might be unavailable before automatic disk
recovery actions are canceled.
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Valid values are in the range 0 - 300. The default is 3. If restripeOnDiskFailuzre is no,
maxFailedNodesForRecovery has no effect.

maxFcntlRangesPerFile
Specifies the number of fentl locks that are allowed per file. The default is 200. The minimum
value is 10 and the maximum value is 200000.

maxFilesToCache
Specifies the number of inodes to cache for open files or files that are recently closed. This
parameter does not limit the number of files that can remain concurrently open on the node.

Storing the inode of a file in cache permits faster re-access to the file. The default is 4000, but
increasing this number might improve throughput for workloads with high file reuse. However,
increasing this number excessively might cause paging at the file system manager node. The value
should be large enough to handle the number of concurrently open files plus allow caching of
recently used files.

The -N flag is valid for this attribute.

maxMBpS
Specifies an estimate of how many megabytes of data can be transferred per second into or out of
a single node. The default is 2048 MiB per second. The value is used in calculating the amount of
I/0 that can be done to effectively prefetch data for readers and write-behind data from writers.
By lowering this value, you can artificially limit how much I/O one node can put on all of the disk
servers.

The -N flag is valid for this attribute.

maxMissedPingTimeout
See the minMissedPingTimeout parameter.

maxReceiverThreads
Controls the maximum number of receiver threads that handle incoming TCP packets. The actual
number of receiver threads that are configured is limited by the number of logical CPUs on the
node. If the number of logical CPUs is less than maxReceivexThreads, then the number of
threads that are handling the packets is set to the number of logical CPUs.

The default value of maxReceivexThreads is 16. The maximum value of
maxReceivexrThreads is 128. Range is 1-128.

This parameter should be increased on large clusters to limit the number of sockets that are
handled by each receive thread. For clusters with 2048 nodes or more, set the parameter to the
number of logical CPUs.

The -N flag is valid for this attribute.

maxStatCache
Specifies the number of inodes to keep in the stat cache. The stat cache maintains only enough
inode information to perform a query on the file system. The valid range for mnaxStatCacheis O -
100,000,000. If you do not specify values for maxFilesToCache and maxStatCache, the
default value of maxFilesToCache is 4000 and the default value of maxStatCache is 1000. If
you specify a value for maxFilesToCache but not for maxStatCache, the default value of
maxStatCache is 4 *maxFilesToCache. However, if you set maxFilesToCache to a value that
is larger than 2500, maxStatCache is set to 10000 instead of 4 * the value of
maxFilesToCache.

If you do not accept either of the default values, set maxStatCache to an appropriate size based
on the number of nodes in the cluster, the number of token managers in the cluster, the size of the
Local Read-Only Cache (LROC) if one is configured, and any other relevant factors.

Note: In versions of IBM Spectrum Scale earlier than 5.0.2, the stat cache is not effective on the
Linux platform unless the LROC is configured. In versions earlier than 5.0.2, follow these
guidelines:
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« If LROC is not enabled on the node, set maxStatCache to 0.

« If LROC is enabled on the node, accept a default value of maxStatCache or set maxStatCache
to an appropriate size as described in the previous paragraphs.

This pre-5.0.2 restriction applies to all the versions and distributions of Linux that IBM Spectrum
Scale supports.

The -N flag is valid for this attribute.

metadataDiskWaitTimeForRecovery
Specifies a period, in seconds, during which the recovery of metadata disks is suspended to give
the disk subsystem a chance to correct itself. This parameter is taken into account when the
affected disks belong to a single failure group. If more than one failure group is affected, the delay
is based on the value of minDiskWaitTimeForRecovery.

Valid values are 0 - 3600 seconds. The default is 2400. If restripeOnDiskFailuzre is no,
metadataDiskWaitTimeForRecovery has no effect.

minDiskWaitTimeForRecovery
Specifies a period, in seconds, during which the recovery of disks is suspended to give the disk
subsystem a chance to correct itself. This parameter is taken into account when more than one
failure group is affected. If the affected disks belong to a single failure group, the delay is based on
the values of dataDiskWaitTimeForRecovery and metadataDiskWaitTimeForRecovery.

Valid values are 0 - 3600 seconds. The default is 1800. If restripeOnDiskFailuzre is no,
minDiskWaitTimeForRecovery has no effect.

minIndBlkDescs
Specifies the total number of indirect blocks in cache where the disk addresses of data blocks or
indirect blocks of files are stored. Each indirect block descriptor caches one indirect block.
Caching these indirect blocks enable faster retrieval of the disk location of the data to be read or
written, thus improving the performance of I/Os.

The default value for minIndBlkDesc is 5000. The minIndBlkDesc value is calculated by
assigning the maximum value between minIndBlkDesc and maxFilesToCache.

For example:

« If user does not set the value for minIndBlkDesc, then its effective value is MAX
(5000,maxFilesToCache), whichever is the higher.

« If user sets the value for minIndBlkDesc, then its effective value is MAX (ninIndBlkDesc,
maxFilesToCache), whichever is the higher.

The minIndBlkDesc value must be large enough to handle the number of concurrently open
files, or traverse many data blocks in large files, if the maxFilesToCache is set to a small value.

The -N flag is valid for this attribute.

minMissedPingTimeout
The minMissedPingTimeout and maxMissedPingTimeout parameters set limits on the
calculation of missedPingTimeout (MPT). The MPT is the allowable time for pings sent from the
Cluster Manager (CM) to a node that has not renewed its lease to fail. The default MPT value is 5
seconds less than 1easeRecoveryWait. The CM will wait the MPT seconds after the lease has
expired before declaring a node out of the cluster. The values of the minMissedPingTimeout
and maxMissedPingTimeout are in seconds; the default values are 3 and 60 respectively. If
these values are changed, only GPFS on the quorum nodes that elect the CM must be recycled to
take effect.

This parameter can be used to cover over a central network switch failure timeout or other
network glitches that might be longer than leaseRecoveryWait. This might prevent false node
down conditions, but it extends the time for node recovery to finish and might block other nodes
from progressing if the failing node holds the tokens for many shared files.
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As is the case with 1easeRecoveryWait, a node is usually expelled from the cluster if there is a

problem with the network or the node runs out of resources like paging. For example, if there is an
application that is running on a node that is paging the machine too much or overrunning network
capacity, GPFS might not have the chance to contact the Cluster Manager node to renew the lease
within the timeout period.

The default value of this parameter is 3. A valid value is any number in the range 1 - 300.

mmapRangeLock
Specifies POSIX or non-POSIX mmap byte-range semantics. Valid values are yes or no (yes is the
default). A value of yes indicates POSIX byte-range semantics apply to mmap operations. A value
of no indicates non-POSIX mmap byte-range semantics apply to mmap operations.

If using InterProcedural Analysis (IPA), turn off this option:
mmchconfig mmapRangelock=no -i

This allows more lenient intranode locking, but imposes internode whole file range tokens on files
using mmap while writing.

mmfsLogTimeStampIS08601
Controls the time stamp format for GPFS log entries. Specify yes to use the ISO 8601 time stamp
format for log entries or no to use the earlier time stamp format. The default value is yes. You can
specify the log time stamp format for the entire cluster or for individual nodes. You can have
different log time stamp formats on different nodes of the cluster. For more information, see the
Time stamp in GPFS log entries topic in IBM Spectrum Scale: Problem Determination Guide.

The -N flag is valid for this attribute. This attribute takes effect immediately, whether or not -1 is
specified.

nfsPrefetchStrategy
With the nfsPrefetchStrategy parameter, GPFS optimizes prefetching for NFS file-style
access patterns. This parameter defines a window of the number of blocks around the current
position that are treated as fuzzy-sequential access. The value of this parameter can improve the
performance while reading large files sequentially. However, because of kernel scheduling, some
read requests that come to GPFS are not sequential. If the file system block size is smaller than
the read request sizes, increasing the value of this parameter provides a bigger window of blocks.
The default value is 0. A valid value is any number in the range 0 - 10.

Setting the value of nfsPrefetchStrategy to 1 or greater can improve the sequential read
performance when large files are accessed by using NFS and the filesystem block size is smaller
than the NFS transfer block size.

nistCompliance
Controls whether GPFS operates in the NIST 800-131A mode. (This applies to security transport
only, not to encryption, as encryption always uses NIST-compliant mechanisms.)

Valid values are:

off
Specifies that there is no compliance to NIST standards. For clusters that are operating below
the GPFS 4.1 level, this is the default.

SP800-131A
Specifies that security transport is to follow the NIST SP800-131A recommendations. For
clusters at the GPFS 4.1 level or higher, this is the default.

Note: In a remote cluster setup, all clusters must have the same nistCompliance value.

noSpaceEventInterval
Specifies the time interval between calling a callback script of two noDiskSpace events of a file
system. The default value is 120 seconds. If this value is set to zero, the noDiskSpace event is
generated every time the file system encounters the noDiskSpace event. The noDiskSpace
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event is generated when a callback script is registered for this event with the mmaddcallback
command.

nsdBufSpace
This option specifies the percentage of the page pool that is reserved for the network transfer of
NSD requests. Valid values are within the range of 10 to 70. The default value is 30. On IBM
Spectrum Scale RAID recovery group NSD servers, this value should be decreased to its minimum
of 10, since vdisk-based NSDs are served directly from the RAID buffer pool (as governed by
nsdRAIDBufferPoolSizePct). On all other NSD servers, increasing either this value or the
amount of page pool, or both, could improve NSD server performance. On NSD client-only nodes,
this parameter is ignored. For more information about IBM Spectrum Scale RAID, see IBM
Spectrum Scale RAID: Administration.

The -N flag is valid for this attribute.

nsdCksumTraditional
This attribute enables checksum data-integrity checking between a traditional NSD client node
and its NSD server. Valid values are yes and no. The default value is no. (Traditional in this context
means that the NSD client and server are configured with IBM Spectrum Scale rather than with
IBM Spectrum Scale RAID. The latter is a component of IBM Elastic Storage Server (ESS) and of
IBM GPFS Storage Server (GSS).)

The checksum procedure detects any corruption by the network of the data in the NSD RPCs that
are exchanged between the NSD client and the server. A checksum error triggers a request to
retransmit the message.

When this attribute is enabled on a client node, the client indicates in each of its requests to the
server that it is using checksums. The server uses checksums only in response to client requests
in which the indicator is set. A client node that accesses a file system that belongs to another
cluster can use checksums in the same way.

You can change the value of the this attribute for an entire cluster without shutting down the
mmfsd daemon, or for one or more nodes without restarting the nodes.

Note:

 Enabling this feature can result in significant I/O performance degradation and a considerable
increase in CPU usage.

« To enable checksums for a subset of the nodes in a cluster, issue a command like the following
one:

mmchconfig nsdCksumTraditional=yes -i -N <subset-of-nodes>

The -N flag is valid for this attribute.

nsdDumpBuffersOnCksumError
This attribute enables the dumping of the data buffer to a file when a checksum error occurs. Valid
values are yes and no. The default value is no. The location of the dump file is set by the
dataStructureDump attribute.

You can change the value of the nsdDumpBuffersOnCksumExrrox attribute for a cluster without
shutting down the mmfsd daemon, or for one or more nodes without restarting the nodes.

The -N flag is valid for this attribute.

nsdInlineWriteMax
The nsdInlineWriteMax parameter specifies the maximum transaction size that can be sent as
embedded data in an NSD-write RPC. The value of this parameter is ignored if verbs send is
enabled by using the verbsRdmaSend parameter.

In most cases, the NSD-write RPC exchange performs the following steps:

1. An RPC is sent from the client to the server to request a write.
2. A GetData RPC is sent back from the server to the client to request the data.
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Note: For data smaller than nsdInlineWriteMax, GPFS sends that amount of write data directly
without the GetData RPC from the server to the client.

The default value of this parameter is 1024. A valid value is any number in the range 0 - 8M.

nsdMaxWorkerThreads
The nsdMaxWorkerThreads parameter sets the maximum number of NSD threads that can be
involved in NSD I/0 operations on an NSD server to the storage system to which the server is
connected. On 64-bit architectures, the maximum value of the workerThreads,
prefetchThreads, and nsdMaxWorkerThreads is less than 8192. The minimum value of
nsdMaxWorkerThreads is 8 and the default value is 512. The default value works for most of the
use cases.

This value should be scaled with the number of NSDs the server is connected with and not NSD
clients in the cluster. When the NSDs to which the server is doing I/0 are constructed from high
performance storage device, such as IBM FlashSystem® or ESS, increased value of
nsdMaxWorkerThreads can obtain better performance.

nsdMinWorkerThreads
The nsdMinWorkerThreads parameter sets a lower bound on number of active NSD I/0 threads
on an NSD server node that executes I/O operations against NSDs. The value represents the
minimum number of NSD I/0 threads required to execute the I/O operations.

The default value of this parameter is 16 and the minimum value is 1. For limits on setting the
number of NSD threads, see the description of nsdMaxWorkexrThreads.

nsdMultiQueue
The nsdMultiQueue parameter sets the number of queues. The default value of this parameter
is 256. A valid value is any number in the range 2 - 512.

nsdRAIDBufferPoolSizePct
This option specifies the percentage of the page pool that is used for the IBM Spectrum Scale
RAID vdisk buffer pool. Valid values are within the range of 10 to 90. The default is 50 when IBM
Spectrum Scale RAID is configured on the node in question; O when it is not. For more information
about IBM Spectrum Scale RAID, see IBM Spectrum Scale RAID: Administration.

The -N flag is valid for this attribute.

nsdRAIDTracks
This option specifies the number of tracks in the IBM Spectrum Scale RAID buffer pool, or 0 if this
node does not have a IBM Spectrum Scale RAID vdisk buffer pool. This controls whether IBM
Spectrum Scale RAID services are configured. For more information about IBM Spectrum Scale
RAID, see IBM Spectrum Scale RAID: Administration.

Valid values are: 0; 256 or greater.
The -N flag is valid for this attribute.

nsdServerWaitTimeForMount
When mounting a file system whose disks depend on NSD servers, this option specifies the
number of seconds to wait for those servers to come up. The decision to wait is controlled by the
criteria managed by the nsdServerWaitTimeWindowOnMount option.

Valid values are 0 - 1200 seconds. The default is 300. A value of zero indicates that no waiting is
done. The interval for checking is 10 seconds. If nsdServerWaitTimeForMount is O,
nsdServerWaitTimeWindowOnMount has no effect.

The mount thread waits when the daemon delays for safe recovery. The mount wait for NSD
servers to come up, which is covered by this option, occurs after expiration of the recovery wait
allows the mount thread to proceed.

The -N flag is valid for this attribute.

nsdServerWaitTimeWindowOnMount
Specifies a window of time (in seconds) during which a mount can wait for NSD servers as
described for the nsdServerWaitTimeFoxrMount option. The window begins when quorum is
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established (at cluster startup or subsequently), or at the last known failure times of the NSD
servers required to perform the mount.

Valid values are 1 - 1200 seconds. The default is 600. If nsdServerWaitTimeForMount is O,
nsdServerWaitTimeWindowOnMount has no effect.

The -N flag is valid for this attribute.

When a node rejoins the cluster after being removed for any reason, the node resets all the failure
time values that it knows about. Therefore, when a node rejoins the cluster it believes that the
NSD servers have not failed. From the perspective of a node, old failures are no longer relevant.

GPFS checks the cluster formation criteria first. If that check falls outside the window, GPFS then
checks for NSD server fail times being within the window.

numaMemorylnterleave
In a Linux NUMA environment, the default memory policy is to allocate memory from the local
NUMA node of the CPU from which the allocation request was made. This parameter is used to
change to an interleave memory policy for GPFS by starting GPFS with numactl --
interleave=all.

Valid values are yes and no. The default is no.

If you run IBM Spectrum Scale on a multi-processor system, you should set this variable to yes
and restart GPFS.

Before using this parameter, ensure that the Linux numactl package has been installed.

pagepool
Changes the size of the cache on each node. The default value is either one-third of the physical
memory on the node or 1 GiB, whichever is smaller. This applies to new installations only; on
upgrades the existing default value is kept.

The maximum GPFS page pool size depends on the value of the pagepoolMaxPhysMemPct
parameter and the amount of physical memory on the node. You can specify this value with the
suffix K, M, or G, for example, 128M.

If a node in the cluster is an NSD server or is configured for IBM Spectrum Scale RAID, this
parameter takes effect on the node only when the GPFS daemon is restarted, even if the -i or -I
option is specified.

The -N flag is valid for this attribute.

pagepoolMaxPhysMemPct
Percentage of physical memory that can be assigned to the page pool. Valid values are 10 - 90
percent. The default is 75 percent (with the exception of Windows, where the default is 50
percent).

The -N flag is valid for this attribute.

panicOnIOHang={yes | no}
Controls whether the GPFS daemon panics the node kernel when a local I/O request is pending in
the kernel for more than five minutes. This attribute applies only to disks that the node is directly
attached to.

yes
Causes the GPFS daemon to panic the node kernel.

no

Takes no action. This is the default value.
This attribute is not supported in the Microsoft Windows environment.

Note: With the diskIOHang event of the mmaddcallback command, you can add notification
and data collection scripts to isolate the reason for a long I/O wait.

The -N flag is valid for this attribute.
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pitWorkerThreadsPerNode
Controls the maximum number of threads to be involved in parallel processing on each node that
is serving as a Parallel Inode Traversal (PIT) worker.

By default, when a command that uses the PIT engine is run, the file system manager asks all
nodes in the local cluster to serve as PIT workers; however, you can specify an exact set of nodes
to serve as PIT workers by using the -N option of a PIT command. Note that the current file
system manager node is a mandatory participant, even if it is not in the list of nodes you specify.
On each participating node, up to pitWorkerThreadsPerNode can be involved in parallel
processing. The range of accepted values is 0 to 8192. The default value varies within the 2-16
range, depending on the file system configuration. If a file system contains vdisk-based NSD disks,
the default value varies within the 8-64 range.

prefetchPct
GPFS uses the prefetchPct parameter as a guideline to limit the page pool space that is to be
used for prefetch and write-behind buffers for active sequential streams. The default value of the
prefetchPct parameteris 20% of the pagepool value. If the workload is sequential with very
little caching of small files or random IO, increase the value of this parameter to 60% of the
pagepool value, so that each stream can have more buffers that are cached for prefetch and
write-behind operations.

The default value of this parameter is 20. The valid value can be any numbers in the range 0 - 60.

prefetchThreads
Controls the maximum number of threads that are dedicated to prefetching data for files that are
read sequentially, or to handle sequential write-behind.

Functions in the GPFS daemon dynamically determine the actual degree of parallelism for
prefetching data. The default value is 72. The minimum value is 2. The maximum value of
prefetchThreads plus workerlThreads plus nsdMaxWorkerThreads is 8192 on all 64-bit
platforms.

The -N flag is valid for this attribute.

proactiveReconnect={yes | no}
When enabled causes nodes to proactively close problematic TCP connections with other nodes
and to reestablish new connections in their place. The default value of the proactiveReconnect
parameter is 'no' when the minimum release level of a cluster is less than 5.0.4. The default value
of the proactiveReconnect parameter is 'yes' when the minimum release level of a cluster is at
least 5.0.4.

yes

Each node monitors the state of TCP connections with other nodes in the cluster and
proactively closes and reestablishes a connection whenever the TCP congestion state and TCP
retransmission timeout (RTO) (similar to the information that is displayed by the ss -1
command in Linux) indicate that data might not be flowing.

In certain environments that are prone to short-term network outages, this feature can
prevent nodes from being expelled from a cluster when TCP connections go into error states
that are caused by packet loss in the network or in the adapter. If a TCP connection is
successfully reestablished and operates normally, nodes on either side of the connection are
not expelled.

no
Disables proactive closing and reestablishing of problematic TCP connections between nodes.

For both the yes and no settings, a message is written to the mmfs. log file whenever a TCP
connection reaches an error state.

This attribute is supported only on Linux.
The -N flag is valid for this attribute.
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profile
Specifies a predefined profile of attributes to be applied. System-defined profiles are located
in /usr/lpp/mmfs/profiles/. All the configuration attributes listed under a cluster stanza are
changed as a result of this command. The following system-defined profile names are accepted:

» gpfsProtocolDefaults
« gpfsProtocolRandomIO

A user's profiles must be installed in /var/mmfs/etc/. The profile file specifies GPFS configuration
parameters with values different than the documented defaults. A user-defined profile must not
begin with the string 'gpfs' and must have the .profile suffix.

User-defined profiles consist of the following stanzas:

%cluster:
[CommaSeparatedNodesOrNodeClasses:]ClusterConfigurationAttribute=Value

File system attributes and values are ignored.

A sample file can be found in /usr/lpp/mmfs/samples/sample.profile. See the mmchconfig
command for a detailed description of the different configuration parameters. User-defined
profiles should be used only by experienced administrators. When in doubt, use the mmchconfig
command instead.

readReplicaPolicy
Specifies the location from which the disk is to read replicas. By default, GPFS reads the first
replica whether there is a replica on the local disk or not. When readReplicaPolicy=1ocal s
specified, the policy reads replicas from the local disk if the local disk has data; for performance
considerations, this is the recommended setting for FPO environments. When
readReplicaPolicy=fastest is specified, the policy reads replicas from the disk considered
the fastest based on the read I/0 statistics of the disk. You can tune the way the system
determines the fastest policy using the following parameters:

« fastestPolicyNumReadSamples
« fastestPolicyCmpThreshold

- fastestPolicyMaxValidPeriod
« fastestPolicyMinDiffPercent

In a system with SSD and regular disks, the value of fastestPolicyCmpThreshold can be set
to a greater number to let GPFS refresh the speed statistics for the slower disks less frequently.
The default value is maintained for all other configurations. The default value of this parameter is
default. The valid values are default, local, and fastest.

To return this attribute to the default setting, specify readReplicaPolicy=DEFAULT -i.
release=LATEST

Increases the minimum release level of a cluster to the latest version of IBM Spectrum Scale that
is supported by all the nodes of the cluster. For example, if the minimum release level of a cluster
is 5.0.1.3 but IBM Spectrum Scale 5.0.2.2 is installed on all the nodes, then release=LATEST
increases the minimum release level of the cluster to 5.0.2.0.

The effect of increasing the minimum release level is to enable the features that are installed with
the version of IBM Spectrum Scale that the new minimum release level specifies. To return to the
preceding example, increasing the minimum release level to 5.0.2.0 enables the features that are
installed with IBM Spectrum Scale 5.0.2.0.

Issuing mmchconfig with the release=LATEST parameter is one of the final steps in upgrading
the nodes of a cluster to a later version of IBM Spectrum Scale. For more information, see the
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topic Completing the upgrade to a new level of IBM Spectrum Scale in the IBM Spectrum Scale:
Concepts, Planning, and Installation Guide.

Before you use this parameter, consider any possible unintended consequences. For more
information read the help topic Minimum release level of a cluster in the IBM Spectrum Scale:
Administration Guide.

To process this parameter, the mmchconfig command must access each node in the cluster to
determine the version of IBM Spectrum Scale that is installed. If the command cannot access one
or more of the nodes, it displays an error message and terminates. You must correct the
communication problem and issue the command again. Repeat this process until the command
verifies the information for all the nodes and ends successfully.

This parameter causes the mmchconfig command to fail with an error message if the
cipherlist configuration attribute of the cluster is not set to AUTHONLY or higher. For more
information, see the topic Completing the migration to a new level of IBM Spectrum Scale in the
IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

To display the minimum release level, issue the following command:

mmlsconfig minReleaselevel

restripeOnDiskFailure
Specifies whether GPFS will attempt to automatically recover from certain common disk failure
situations.

When a disk experiences a failure and becomes unavailable, the recovery procedure first attempts
to restart the disk and if this fails, the disk is suspended and its data that is moved to other disks.
Similarly, when a node joins the cluster, all disks for which the node is responsible are checked
and an attempt is made to restart any that are in a down state.

Whether a file system is a subject of a recovery attempt is determined by the max replication
values for the file system. If the mmlsfs -Mor -R value is greater than one, then the recovery
code is executed. The recovery actions are asynchronous and GPFS continues its processing while
the recovery attempts take place. The results from the recovery actions and any errors that are
encountered is recorded in the /var/adm/ras/autorecovery.log.<timestamp> log.

For more information on GPFS disk fail auto recovery, see Big Data best practices in the IBM
Spectrum Scale wiki in developerWorks®.

rpcPerfNumberDaylntervals
Controls the number of days that aggregated RPC data is saved. Every day the previous 24 hours
of one-hour RPC data is aggregated into a one-day interval.

The default value for rpcPerfNumberDayIntervals is 30, which allows the previous 30 days of
one-day intervals to be displayed. To conserve memory, fewer intervals can be configured to
reduce the number of recent one-day intervals that can be displayed. The values that are allowed
for tpcPerfNumberDayIntervals are in the range 4 - 60.

rpcPerfNumberHourIntervals
Controls the number of hours that aggregated RPC data is saved. Every hour the previous 60
minutes of 1-minute RPC data is aggregated into a one-hour interval.

The default value for rpcPerfNumberHourIntervals is 24, which allows the previous day's
worth of one-hour intervals to be displayed. To conserve memory, fewer intervals can be
configured to reduce the number of recent one-hour intervals that can be displayed. The values
that are allowed for rpcPerfNumberHourIntervals are 4, 6, 8,12, or 24.

rpcPerfNumberMinuteIntervals
Controls the number of minutes that aggregated RPC data is saved. Every minute the previous 60
seconds of 1-second RPC data is aggregated into a 1-minute interval.

The default value for rpcPerfNumberMinuteIntervals is 60, which allows the previous hour's
worth of 1-minute intervals to be displayed. To conserve memory, fewer intervals can be
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configured to reduce the number of recent 1-minute intervals that can be displayed. The values
that are allowed for rpcPerfNumberMinuteIntervalsare 4,5, 6,10,12, 15, 20, 30, or 60.

rpcPerfNumberSecondIntervals
Controls the number of seconds that aggregated RPC data is saved. Every second RPC data is
aggregated into a 1-second interval.

The default value for rpcPerfNumberSecondIntervals is 60, which allows the previous
minute's worth of 1-second intervals to be displayed. To conserve memory, fewer intervals can be
configured to reduce the number of recent 1-second intervals that can be displayed. The values
that are allowed for rpcPexrfNumberSecondIntervalsare 4,5, 6,10, 12, 15, 20, 30, or 60.

rpcPerfRawExecBufferSize
Specifies the number of bytes to allocate for the buffer that is used to store raw RPC execution
statistics. For each RPC received by a node, 16 bytes of associated data is saved in this buffer
when the RPC completes. This circular buffer must be large enough to hold 1 second's worth of
raw execution statistics.

The default value for rpcPerfRawExecBufferSize is 10 MiB, which produces 655360 entries.
The data in this buffer is processed every second. It is a good idea to set the buffer size 10% to
20% larger than what is needed to hold 1 second's worth of data.

rpcPerfRawStatBufferSize
Specifies the number of bytes to allocate for the buffer that is used to store raw RPC performance
statistics. For each RPC sent to another node, 56 bytes of associated data is saved in this buffer
when the reply is received. This circular buffer must be large enough to hold 1 second's worth of
raw performance statistics.

The default value for rpcPerfRawStatBufferSize is 30 MiB, which produces 561737 entries.
The data in this buffer is processed every second. It is a good idea to set the buffer size 10% to
20% larger than what is needed to hold one second's worth of data.

seqDiscardThreshold
With the seqDiscardThreshold parameter, GPFS detects a sequential read or write access
pattern and specifies what has to be done with the page pool buffer after it is consumed or flushed
by write-behind threads. This is the highest performing option in a case where a very large file is
read or written sequentially. The default for this value is 1 MiB, which means that if a file is
sequentially read and is greater than 1 MiB, GPFS does not keep the data in cache after
consumption. There are some instances where large files are reread by multiple processes such as
data analytics. In some cases, you can improve the performance of these applications by
increasing the value of the seqDiscardThreshold parameter so that it is larger than the sets of
files that have to be cached. If the value of the seqDiscardthreshold parameter is increased,
GPFS attempts to keep as much data in cache as possible for the files that are below the
threshold.

The value of seqDiscardThreshold is file size in bytes. The default is 1/ MB. Increase this value
if you want to cache files that are sequentially read or written and are larger than 1 MiB in size.
Ensure that there are enough buffer descriptors to cache the file data. For more information about
buffer descriptors, see the maxBufferDescs parameter.

sharedTmpDir
Specifies a default global work directory where the mmapplypolicy command or the mmbackup
command can store the temporary files that it generates during its processing. The command uses
this directory when no global work directory was specified on the command line with the -g
option. The directory must be in a file system that meets the requirements of the -g option. For
more information, see “mmapplypolicy command” on page 67.

Note: The mmapplypolicy command or the mmbackup command uses this directory regardless
of the format version of the target file system. That is, to take advantage of this attribute, you do
not need to upgrade your file system to file system format version 5.0.1 or later (file system format
number 19.01 or greater).
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sidAutoMapRangeLength
Controls the length of the reserved range for Windows SID to UNIX ID mapping. See Identity
management on Windows in the IBM Spectrum Scale: Administration Guide for additional
information.

sidAutoMapRangeStart
Specifies the start of the reserved range for Windows SID to UNIX ID mapping. See Identity
management on Windows in the IBM Spectrum Scale: Administration Guide for additional
information.

subnets

Specifies subnets that are used to communicate between nodes in a GPFS cluster or a remote
GPFS cluster.

The subnets option must use the following format:
subnets="Subnet[/ClusterName[;ClusterName...][ Subnet[/ClusterNamel[;ClusterName...]...]"

where:

Subnet
Is a subnet specification such as 192.168.2.0.

ClusterName

Can be either a cluster name or a shell-style regular expression, which is used to match cluster
names, such as:

CL[23].kgn.ibm.com
Matches CL2.kgn.ibm.comand CL3.kgn.ibm.com.

CL[O0-7].kgn.ibm.com
Matches CLO.kgn.ibm.com,CL1.kgn.ibm.com,...CL7.kgn.ibm.com.

CL*.ibm.com
Matches any cluster name that starts with CL and ends with .ibm. com.

CL2.kgn.ibm.com
Matches any cluster name that starts with CL, is followed by any one character, and then
ends with .kgn.ibm.com.

The order in which you specify the subnets determines the order in which GPFS uses these
subnets to establish connections to the nodes within the cluster. GPFS follows the network
settings of the operating system for a specified subnet address, including the network mask. For
example, if you specify subnets="192.168.2.0" and a 23-bit mask is configured, then the
subnet spans IP addresses 192.168.2.0 - 192.168.3.255. In contrast, with a 25-bit mask,
the subnet spans IP addresses 192.168.2.0 - 192.168.2.127.

GPFS does not impose limits on the number of bits in the subnet mask.

This feature cannot be used to establish fault tolerance or automatic failover. If the interface
corresponding to an IP address in the list is down, GPFS does not use the next one on the list.

When you use subnets, both the interface corresponding to the daemon address and the interface
that matches the subnet settings must be operational.

For more information about subnets, see Using remote access with public and private IP addresses
in the IBM Spectrum Scale: Administration Guide.

Specifying a cluster name or a cluster name pattern for each subnet is needed only when a private
network is shared across clusters. If the use of a private network is confined within the local
cluster, then you do not need to specify the cluster name in the subnet specification.

Limitation and fix: Although there is no upper limit to the number of subnets that can be specified
in the subnets option, a limit does exist as to the number of subnets that are listed in the
subnets option that a given node can be a part of. That limit is seven for nodes that do not have a
fix that increases the limit and 64 for nodes that do have the fix. For example, the 7-subnet limit
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precludes the effective use of more than seven network interfaces on a node if each interface
belongs to a distinct subnet that is listed in the subnets option.

The fix that increases the limit to 64 is included as part of the following APARs: 1J06771 for
Version 4.1.1, 1J06770 for 4.2.3, and 1306762 for 5.0.1.

If a node exceeds the limit, then some or all of its network interfaces that belong to the subnets in
the subnets option might not be used in communicating with other nodes, with the primary GPFS
daemon interface being used instead.

sudoUser={UserName | DELETE}
Specifies a non-root admin user ID to be used when sudo wrappers are enabled and a root-level
background process calls an administration command directly instead of through sudo. The GPFS
daemon that processes the administration command specifies this non-root user ID instead of the
root ID when it needs to run internal commands on other nodes. For more information, see the
topic Root-level processes that call administration commands directly in the IBM Spectrum Scale:
Administration Guide.

UserName
Enables this feature and specifies the non-root admin user ID.

DELETE
Disables this feature, as in the following example:

mmchconfig sudoUser=DELETE

syncBuffsPerlteration
This parameter is used to expedite buffer flush and the rename operations that are done by
MapReduce jobs.

The default value is 100. It should be set to 1 for the GPFS FPO cluster for Big Data applications.
Keep it as the default value for all other cases.

syncSambaMetadataOps
Is used to enable and disable the syncing of metadata operations that are issued by the SMB
server.

If set to yes, £sync () is used after each metadata operation to provide reasonable failover
behavior on node failure. This ensures that the node taking over can see the metadata changes.
Enabling syncSambaMetadataOps can affect performance due to more sync operations.

If set to no, the additional sync overhead is avoided at the potential risk of losing metadata
updates after a failure.

systemLoglLevel
Specifies the minimum severity level for messages that are sent to the system log. The severity
levels from highest to lowest priority are: alert, critical, error, warning, notice,
configuration, informational, detail, and debug. The value that is specified for this
attribute can be any severity level, or the value none can be specified so no messages are sent to
the system log. The default value is notice.

GPFS generates some critical log messages that are always sent to the system logging service.
This attribute only affects messages originating in the GPFS daemon (mmfsd). Log messages
originating in some administrative commands are only stored in the GPFS log file.

This attribute is only valid for Linux nodes.

tiebreakerDisks
Controls whether GPFS uses the node-quorum-with-tiebreaker algorithm in place of the regular
node-based quorum algorithm. See the IBM Spectrum Scale: Concepts, Planning, and Installation
Guide. To enable this feature, specify the names of 1 - 3 disks. Separate the NSD names with a
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semicolon (;) and enclose the list in quotes. The disks do not have to belong to any particular file
system, but must be directly accessible from the quorum nodes. For example:

tiebreakerDisks="gpfsinsd; gpfs2nsd; gpfs3nsd"

To disable this feature, use:

tiebreakerDisks=no

When you change the tiebreaker disks, be aware of the following requirements:

« In a CCR-based cluster, if the disks that are specified in the tiebreakexDisks parameter
belong to any file system, the GPFS daemon does not need to be up on all of the nodes in the
cluster. However, any file system that contains the disks must be available to run the mmlsfs
command.

« In atraditional server-based (non-CCR) configuration repository cluster, the GPFS daemon must
be shut down on all the nodes of the cluster.

Note: When you add or delete a tiebreakexCheck event, IBM Spectrum Scale must be down on
all the nodes of the cluster. For more information, see “mmaddcallback command” on page 12
and “mmdelcallback command” on page 344.

tscCmdPortRange=Min-Max
Specifies the range of port numbers to be used for extra TCP/IP ports that some administration
commands need for their processing. Defining a port range makes it easier for you set firewall
rules that allow incoming traffic on only those ports. For more information, see the topic IBM
Spectrum Scale port usage in the IBM Spectrum Scale: Administration Guide.

If you used the spectrumscale installation toolkit to install a version of IBM Spectrum Scale that
is earlier than version 5.0.0, then this attribute is initialized to 60000-61000. Otherwise, this
attribute is initially undefined and the port numbers are dynamically assigned from the range of
ephemeral ports that are provided by the operating system.

uidDomain
Specifies the UID domain name for the cluster.

GPFS must be down on all the nodes when changing the uidDomain attribute.

See the IBM white paper UID Mapping for GPFS in a Multi-cluster Environment (IBM Knowledge
Center (www.ibm.com/support/knowledgecenter/SSFKCN/com.ibm.cluster.gpfs.doc/gpfs_uid/
uid_gpfs.html).

unmountOnDiskFail={yes | no | meta}
Controls how the GPFS daemon responds when it detects a disk failure:

yes
The GPFS daemon force-unmounts the file system that contains the failed disk. Other file
systems on the local node and all the nodes in the cluster continue to function normally,
unless they have a dependency on the failed disk.

Note: The local node can remount the file system when the disk problem is resolved.
Use this setting in the following situations:

« The cluster contains SAN-attached disks in large multinode configurations and does not use
replication.

» Anode in the cluster hosts descOnly disks. Other nodes in the cluster should not set this
value. For more information, see the topic Data Mirroring and replication in the IBM
Spectrum Scale: Administration Guide.

no
This setting is the default. The GPFS daemon marks the disk as failed, notifies all nodes that
use the disk that the disk has failed, and continues to function without the failed disk as long it
can. If the number of failure groups with a failed disk is the same as or greater than the
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metadata replication factor, the daemon panics the file system. Note that the metadata
replication factor that is used for checking is the current metadata replication set or actual
replication factor in effect for log files. If all failure groups contain failed disks, then the
daemon panics the file system, instead of marking the disk down.

Note: When the disk problem is resolved, issue the mmchdisk <file system> start
command to make the disk active again.

This setting is appropriate when the node is using metadata-and-data replication, because the
cluster can work from the replica until the failed disk is active again.

meta
This setting has the same effect as no, except that the GPFS daemon does not panic the file
system unless it cannot access any replica of the metadata. Except that even if all failure
groups contain the failed data disks, the daemon still marks the data disks down, instead of
panicking the file system as with the no option.

However, subsequent data flush attempts on failed data disks might still result in panicking
the file system.

Note that the intention of this setting is to allow users to list all directories and read some files,
even if some or all data disks are not available for read.

Important: Set the attribute to meta for FPO deployment or when the metadata replication
factor and the data replication factor are greater than one.

The -N flag is valid for this attribute.

usePersistentReserve
Specifies whether to enable or disable Persistent Reserve (PR) on the disks. Valid values are yes
or no (no is the default). GPFS must be stopped on all nodes when setting this attribute.

To enable PR and to obtain recovery performance improvements, your cluster requires a specific
environment:

 All disks must be PR-capable.

« On AIX, all disks must be hdisks; on Linux, they must be generic (/dev/sdx) or DM-MP
(/dev/dm-%) disks.

- If the disks have defined NSD servers, all NSD server nodes must be running the same operating
system (AIX or Linux).

- If the disks are SAN-attached to all nodes, all nodes in the cluster must be running the same
operating system (AIX or Linux).

For more information, see Reduced recovery time using Persistent Reserve in the IBM Spectrum
Scale: Concepts, Planning, and Installation Guide.

verbsPorts
Specifies the addresses for RDMA transfers between an NSD client and server, where an address
can be either of the following identifiers:

« InfiniBand device name, port number, and fabric number
» Network interface name and fabric number

You must enable verbsRdma to enable verbsPoxrts. If you want to specify a network interface
name and a fabric number, you must enable verbsRdmacCm.

The format for verbsPorts is as follows:
verbsPorts="{ibAddress | niAddressi[ {ibAddress | niAddress?...]"

where:

ibAddress
Is an InfiniBand address with the following format:
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Devicel[/Port[/Fabric]]

where:

Device
Is the HCA device name.

Port
Is a one-based port number, such as 1 or 2. The default value is 1. If you do not specify a
port, then the portis 1.

Fabric
Is the number of an InfiniBand (IB) fabric (IB subnet on a switch). The default value is 0. If
you do not specify a fabric number, then the fabric number is 0.

niAddress

Is a network interface address with the following format:
Interface[/Fabric]

where:

Interface
Is a network interface name.

Fabric
Is the number of an InfiniBand (IB) fabric (IB subnet on a switch). The default value is 0. If
you do not specify a fabric number, then the fabric number is 0.

For this attribute to take effect, you must restart the GPFS daemon on the nodes on which the
value of verbsPorts changed.

The -N flag is valid for this attribute.

The following examples might be helpful:

The following assignment creates two RDMA connections between an NSD client and server that
use both ports of a dual-ported adapter with fabric number 7 on port 1 and fabric number 8 on
port 2:

verbsPorts="mlx4_0/1/7 mlx4_0/2/8"

The following assignment, without the fabric number, creates two RDMA connections between
an NSD client and server that use both ports of a dual-ported adapter with the fabric number
defaulting to 0:

verbsPorts="mthca®/1 mthcad/2"

The following assignment creates two RDMA connections between an NSD client and server that
use network interface names. The first connection is network interface ib3 with a default fabric
number of 0. The second connection is network interface ib2 with a fabric number of 7:

verbsPorts="ibh3 ib2/7"

The following assignment creates four RDMA connections that include both InfiniBand
addresses and network interface addresses:

verbsPorts="1ib3 ib2/7 mlx4_0/1/7 mlx4_0/2/8"

verbsPortsWaitTimeout
Specifies the number of seconds that the GPFS daemon startup service waits for the RDMA ports
on a node to become active. The default value is 60 seconds. If the timeout expires, the startup
service takes the action that is specified by the attribute
verbsRdmaFailBackTCPIfNotAvailable. This attribute applies only to the RDMA ports that
are specified by the verbsPoxrts attribute. For more information, see the topic Suboptimal
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performance due to VERBS RDMA being inactive in the IBM Spectrum Scale: Problem Determination
Guide.

Note: To monitor the state of the RDMA ports, the GPFS startup service requires the following
commands to be installed on the node:

/usr/sbin/ibstat
/usr/bin/ibdev2netdev
Jusr/bin/netstat

The -N flag is valid for this attribute. This attribute takes effect when IBM Spectrum Scale is
restarted.

verbsRdma
Enables or disables InfiniBand RDMA using the Verbs API for data transfers between an NSD
client and NSD server. Valid values are enable or disable.

The -N flag is valid for this attribute.

verbsRdmaCm
Enables or disables the RDMA Connection Manager (RDMA CM or RDMA_CM) using the RDMA_CM
API for establishing connections between an NSD client and NSD server. Valid values are enable
ordisable. You must enable verbsRdma to enable verbsRdmaCm.

If RDMA CM is enabled for a node, the node is only able to establish RDMA connections using
RDMA CM to other nodes with verbsRdmaCm enabled. RDMA CM enablement requires IPoIB (IP
over InfiniBand) with an active IP address for each port. Although IPv6 must be enabled, the GPFS
implementation of RDMA CM does not currently support IPv6 addresses, so an IPv4 address must
be used.

If verbsRdmaCm is not enabled when verbsRdma is enabled, the older method of RDMA
connection prevails.

The -N flag is valid for this attribute.

verbsRdmaFailBackTCPIfNotAvailable={yes | no}
Specifies the action for the GPFS startup service to take if the timeout that is specified by the
verbsPortsWaitTimeout attribute expires. This attribute applies only to the RDMA ports that
are specified by the verbsPoxrts attribute.

Note: To monitor the state of the RDMA ports, the GPFS startup service requires the following
commands to be installed on the node:

Jusr/shin/ibstat
/usr/bin/ibdev2netdev
/usr/bin/netstat

yes

The GPFS startup service configures communication for the GPFS daemon based on the
number of active RDMA ports:

- If some of the RDMA ports are active, the GPFS daemon is configured to use the active
RDMA ports for RDMA transfers.

« If none of the RDMA ports are active, the GPFS daemon is configured to use the TCP/IP
connections of the node for RDMA transfers.

no
The startup service exits, even if some of the RDMA ports are active. Correct the problem and
restart IBM Spectrum Scale by running the mmstartup command on the node.

The -N flag is valid for this attribute. This attribute takes effect when IBM Spectrum Scale is
restarted.

Chapter 1. Command reference 195



mmchconfig

verbsRdmaPkey
Specifies an InfiniBand partition key for a connection between the specified node and an
Infiniband server that is included in an InfiniBand partition. This parameter is valid only if
verbsRdmaCmis set to disable.

Only one partition key is supported per IBM Spectrum Scale cluster.
The -N flag is valid for this attribute.
verbsRdmaRoCEToS

Specifies the Type of Service (ToS) value for clusters using RDMA over Converged Ethernet (RoCE).
Acceptable values for this parameter are 0, 8, 16, and 24. The default value is -1.

If the user-specified value is neither the default nor an acceptable value, the script exits with an
error message to indicate that no change has been made. However, a RoCE cluster continues to
operate with an internally set ToS value of 0 even if the mmchconfig command failed. Different
ToS values can be set for different nodes or groups of nodes.

The -N flag is valid for this attribute.

The verbsPoxrts parameter can use IP netmask/subnet to specify network interfaces to use for
RDMA CM. However, this format is allowed only when verbsRdmaCm=yes. Otherwise these
entries are ignored. This allows the use of VLANs and multiple IP interfaces per IB device in
general.

verbsRdmaSend
Enables or disables the use of InfiniBand RDMA send and receive rather than TCP for most GPFS
daemon-to-daemon communication. Valid values are yes or no. The default value is no. The
verbsRdma option must be enabled and valid verbsPoxrts must be defined before
verbsRdmaSend can be enabled.

When the attribute is set to no, only data transfers between an NSD server and an NSD client are
eligible for RDMA. When the attribute is set to yes, the GPFS daemon uses InfiniBand RDMA
connections for daemon-to-daemon communications only with nodes that are at IBM Spectrum
Scale 5.0.0 or later.

The -N flag is valid for this attribute.

verbsRecvBufferCount
Defines the number of RDMA recv buffers created for each RDMA connection that is enabled for
RDMA send when verbsRdmaSend is enabled. The default value is 128.

The -N flag is valid for this attribute.

verbsRecvBufferSize
Defines the size, in bytes, of the RDMA send and recv buffers that are used for RDMA connections
that are enabled for RDMA send when verbsRdmaSend is enabled. This parameter also specifies
the maximum transaction size that can be sent as embedded data in an NSD-write RPC. The
default value is 4096.

The -N flag is valid for this attribute.

workerThreads
Controls an integrated group of variables that tune file system performance. Use this variable to
tune file systems in environments that are capable of high sequential or random read/write
workloads or small-file activity. For new installations of the product, this variable is preferred over
workerlThreads and preFetchThreads.

The default value is 48. If protocols are installed, then the default value is 512. The valid range is
1-8192. However, the maximum value of workerThreads plus preFetchThreads plus
nsdMaxWorkerThreads is 8192. The -N flag is valid with this variable.

This variable controls both internal and external variables. The internal variables include
maximum settings for concurrent file operations, for concurrent threads that flush dirty data and
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metadata, and for concurrent threads that prefetch data and metadata. You can further adjust the
external variables with the mmchconfig command:

logBufferCount
prefetchThreads
worker3Threads

The prefetchThreads parameter is described in this help topic. See the Tuning Parameters
article in the IBM Spectrum Scale wiki in developerWorks for descriptions of the
logBufferCount and worker3Threads parameters.

Important: After you set workerThreads to a non-default value, avoid setting
workerlThreads. If you do, at first only worker1Threads is changed. But when IBM Spectrum
Scale is restarted, all corresponding variables are automatically tuned according to the value of
workerlThreads, instead of workerThreads.

workeriThreads

For some categories of file I/O, this variable controls the maximum number of concurrent file I/O
operations. You can increase this value to increase the I/O performance of the file system.
However, increasing this variable beyond some point might begin to degrade file system
performance.

Important: After you set workerThreads to a non-default value, avoid setting
workerlThreads. If you do, at first only worker1Threads is changed. But when IBM Spectrum
Scale is restarted, all corresponding variables are automatically tuned according to the value of
workerlThreads, instead of workerThreads.

This attribute is primarily used for random read or write requests that cannot be pre-fetched,
random I/0O requests, or small file activity. The default value is 48. The minimum value is 1. The
maximum value of prefetchThreads plus workerlThreads plus nsdMaxWorkerThreads is
8192 on all 64-bit platforms.

The -N flag is valid for this attribute.

writebehindThreshold

The writebehindThreshold parameter specifies the point at which GPFS starts flushing new
data out of the page pool for a file that is being written sequentially. Until the file size reaches this
threshold, no write-behind is started because the full blocks are filled.

Increasing this value defers write-behind for new larger files, which can be useful. The workload
folder contains temporary files that are smaller than the value of writebehindThreshold and
are deleted before they are flushed from cache. The default value of this parameter is 512 KiB. If
the value is too large, there might be too many dirty buffers that the sync thread has to flush at the
next sync interval, causing a surge in disk I0. Keeping the value small ensures a smooth flow of
dirty data to disk.

Note: If you set new values for afmParallelReadChunkSize, afmParallelReadThreshold,
afmParallelWriteChunkSize, and afmParallelWriteThreshold; you need not relink filesets for
the new values to take effect.

Exit status

0

Successful completion.

nonzero

A failure has occurred.

Security

You must have root authority to run the mmchconfig command.
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The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

To change the maximum file system block size that is allowed to 8 MiB, issue this command:
mmchconfig maxblocksize=8M
The system displays information similar to the following:

Verifying GPFS is stopped on all nodes ...

mmchconfig: Command successfully completed

mmchconfig: Propagating the cluster configuration data to all
affected nodes. This is an asynchronous process.

To confirm the change, issue the following command:

mmlsconfig
The system displays information similar to the following:

Configuration data for cluster ib.cluster:
clusterName ib.cluster
clusterId 13882433899463047326
autoload no

minReleaselevel 5.0.5.x
dmapiFileHandleSize 32
maxblocksize 8M

pagepool 2g

[c21f1n18]

pagepool 5g

[common]

verbsPorts mthca®/1

verbsRdma enable

subnets 10.168.80.0

adminMode central

File systems in cluster ib.cluster:

/dev/fsl

See also

* “mmaddnode command” on page 35

« “mmchnode command” on page 230

« “mmcrcluster command” on page 291

« “mmdelnode command” on page 357

» “mmlsconfig command” on page 472

* “mmlscluster command” on page 469

Location
Jusr/1lpp/mmfs/bin
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mmchdisk command

Changes state or parameters of one or more disks in a GPFS file system.

Synopsis

mmchdisk Device {resume | start} -a
[-N $Node[,Node...] | NodeFile | NodeClass?]
[--inode-criteria CriteriaFile]
[-0 InodeResultFile]
[--gos Q0SClass]

or

mmchdisk Device {suspend | empty | resume | stop | start | change?}
i-d "DiskDesc[;DiskDesc...]" | -F StanzaFile}
[-N $Node[,Node...] | NodeFile | NodeClass?]
[--inode-criteria CriteriaFile]
[-o0 InodeResultFile]
[--gos Q0SClass]

Availability

Available on all IBM Spectrum Scale editions.

Description

Use the mmchdisk command to change the state or the parameters of one or more disks in a GPFS file
system.

The state of a disk is a combination of its status and availability, displayed with the mmlsdisk command.
Disk status is normally either ready, emptied, suspended, or to be emptied. A transitional status
such as replacing, replacement, or being emptied might appear if a disk is being deleted or
replaced. An emptied disk indicates that there is not any file system data or metadata on the disk and that
new data will not be put on the disk. A disk status of emptied means that the disk can be removed
without needing to migrate data. A suspended or being emptied disk is one that the user has decided not
to place any new data on. Existing data on a suspended or being emptied disk may still be read or
updated. Typically, a disk is suspended before it is removed from a file system. When a disk is suspended,
the mmrestripefs command migrates the data off that disk. Disk availability is either up or down.

Be sure to use stop before you take a disk offline for maintenance. You should also use stop when a disk
has become temporarily inaccessible due to a disk failure that is repairable without loss of data on that
disk (for example, an adapter failure or a failure of the disk electronics).

The Disk Usage (dataAndMetadata, dataOnly, metadataOnly, or descOnly) and Failure Group
parameters of a disk are adjusted with the change option. See the Recoverability considerations topic in
IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

The mmchdisk change command does not move data or metadata that resides on the disk. After you
issue the mmchdisk change command for DiskUsage or State, you might have to issue the
mmrestripefs command with the - option to relocate data so that it conforms to the new disk
parameters.

The mmchdisk command can be issued for a mounted or unmounted file system. When maintenance is
complete or the failure has been repaired, use the mmchdisk command with the start option. If the
failure cannot be repaired without loss of data, you can use the mmdeldisk command.

Note: The mmchdisk command does not change the NSD servers that are associated with the disk, or the
storage pool of the disk:

« To change the NSD servers use the mmchnsd command.
« To change the storage pool use the mmdeldisk and mmadddisk commands.
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Prior to GPFS 3.5, the disk information for the mmchdisk change option was specified in the form of disk
descriptors defined as follows (with the second, third, sixth and seventh fields reserved):

DiskName: : :DiskUsage:FailureGroup:::

For backward compatibility, the mmchdisk command still accepts the traditional disk descriptor format,
but its use is deprecated.

Parameters

Device
The device name of the file system to which the disks belong. File system names need not be fully-
qualified. £s0 is as acceptable as /dev/£s0.

This must be the first parameter.

suspend

or

empty
Instructs GPFS to stop allocating space on the specified disk. Put a disk in this state when you are
preparing to remove the file system data from the disk or if you want to prevent new data from being
put on the disk. This is a user-initiated state that GPFS never enters without an explicit command to
change the disk state. Existing data on a suspended disk may still be read or updated.

A disk remains in a suspended or to be emptied state untilitis explicitly resumed. Restarting
GPFS or rebooting nodes does not restore normal access to a suspended disk.

resume
Informs GPFS that a disk previously suspended is now available for allocating new space. If the disk is
currently in a stopped state, it remains stopped until you specify the staxrt option. Otherwise, normal
read and write access to the disk resumes.

stop
Instructs GPFS to stop any attempts to access the specified disks. Use this option to tell the file
system manager that a disk has failed or is currently inaccessible because of maintenance.

A disk remains stopped until it is explicitly started by the mmchdisk command with the staxrt option.
You cannot run mmchdisk stop on a file system with a default replication setting of 1.

start
Informs GPFS that disks previously stopped are now accessible. This is accomplished by first
changing the disk availability from down to recovering. The file system metadata is then scanned
and any missing updates (replicated data that was changed while the disk was down) are repaired. If
this operation is successful, the availability is changed to up. If the metadata scan fails, availability is
set to unrecovered. This situation can occur if too many disks in the file system are down. The
metadata scan can be re-initiated at a later time by issuing the mmchdisk start command again.

If more than one disk in the file system is down, they must all be started at the same time by issuing
the mmchdisk Device start -acommand. If you start them separately and metadata is stored on
any disk that remains down, the mmchdisk start command fails.

change
Instructs GPFS to change the disk usage parameter, the failure group parameter, or both, according to
the values specified in the NSD stanzas.

-d "DiskDesc|;DiskDesc...]"
A descriptor for each disk to be changed.

Specify only disk names when using the suspend, resume, stop, or start options. Delimit multiple
disk names with semicolons and enclose the list in quotation marks. For example,
"gpfsinsd; gpfs2nsd”
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When using the change option, include the disk name and any new Disk Usage and Failure Group
positional parameter values in the descriptor. Delimit descriptors with semicolons and enclose the list
in quotation marks; for example, "gpfsinsd:::dataOnly;gpfs2nsd:::metadataOnly:12".

The use of disk descriptors is discouraged.

-F StanzafFile
Specifies a file containing the NSD stanzas for the disks to be changed. NSD stanzas have the
following format:

%nsd:
nsd=NsdName
usage=idataOnly | metadataOnly | dataAndMetadata | descOnly}?
failureGroup=FailureGroup
pool=StoragePool
servers=ServerList
device=DiskName
thinDiskType={ino | nvme | scsi | auto?

where:

nsd=NsdName
The name of the NSD to change. For a list of disks that belong to a particular file system, issue the
mmlsnsd -f Device, mmlsfs Device -d, or nmlsdisk Device command. The mmlsdisk Device
command will also show the current disk usage and failure group values for each of the disks. This
clause is mandatory for the mmchdisk command.

usage={dataOnly | metadataOnly | dataAndMetadata | descOnly}
Specifies the type of data to be stored on the disk:

dataAndMetadata
Indicates that the disk contains both data and metadata. This is the default for disks in the
system pool.

dataOnly
Indicates that the disk contains data and does not contain metadata. This is the default for
disks in storage pools other than the system pool.

metadataOnly
Indicates that the disk contains metadata and does not contain data.

descOnly
Indicates that the disk contains no data and no file metadata. IBM Spectrum Scale uses this
type of disk primarily to keep a copy of the file system descriptor. It can also be used as a third
failure group in certain disaster recovery configurations. For more information, see the topic
Synchronous mirroring utilizing GPFS replication in the IBM Spectrum Scale: Administration
Guide.

This clause is meaningful only for the mmchdisk change option.

failureGroup=FailureGroup
Identifies the failure group to which the disk belongs. A failure group identifier can be a simple
integer or a topology vector that consists of up to three comma-separated integers. The default is
-1, which indicates that the disk has no point of failure in common with any other disk.

GPFS uses this information during data and metadata placement to ensure that no two replicas of
the same block can become unavailable due to a single failure. All disks that are attached to the
same NSD server or adapter must be placed in the same failure group.

If the file system is configured with data replication, all storage pools must have two failure groups
to maintain proper protection of the data. Similarly, if metadata replication is in effect, the system
storage pool must have two failure groups.

Disks that belong to storage pools in which write affinity is enabled can use topology vectors to
identify failure domains in a shared-nothing cluster. Disks that belong to traditional storage pools
must use simple integers to specify the failure group.
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pool=StoragePool
Specifies the storage pool to which the disk is to be assigned. If this name is not provided, the
default is system.

Only the system storage pool can contain metadataOnly, dataAndMetadata, or descOnly
disks. Disks in other storage pools must be dataOnly.

servers=ServerlList
A comma-separated list of NSD server nodes. This clause is ignored by the mmadddisk command.

device=DiskName
The block device name of the underlying disk device. This clause is ignhored by the mmadddisk
command.

thinDiskType={no | nvme | scsi | auto}
Specifies the space reclaim disk type:

no
The disk does not support space reclaim. This value is the default.

nvme
The disk is a TRIM capable NVMe device that supports the mmreclaimspace command.

scsi
The disk is a thin provisioned SCSI disk that supports the mmreclaimspace command.

auto
The type of the disk is either nvme or scsi. IBM Spectrum Scale will try to detect the actual
disk type automatically. To avoid problems, you should replace auto with the correct disk
type, nvme or scsi, as soon as you can.

Note: In 5.0.5, the space reclaim auto-detection is enhanced. It is encouraged to use the auto key-
word after your cluster is upgraded to 5.0.5.

-a
Specifies to change the state of all of the disks belonging to the file system, Device. This operand is
valid only on the resume and start options.

-N {Nodel,Node...] | NodeFile | NodeClass }
Specifies a list of nodes that should be used for making the requested disk changes. This command
supports all defined node classes. The default is all or the current value of the
defaultHelperNodes parameter of the mmchconfig command.

For general information on how to specify node names, see Specifying nodes as input to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

--inode-criteria CriteriaFile
Specifies the interesting inode criteria flag, where CriteriaFile contains a list of the following flags with
one per line:

BROKEN
Indicates that a file has a data block with all of its replicas on disks that have been removed.

Note: BROKEN is always included in the list of flags even if it is not specified.

dataUpdateMiss
Indicates that at least one data block was not updated successfully on all replicas.

exposed
Indicates an inode with an exposed risk; that is, the file has data where all replicas are on
suspended disks. This could cause data to be lost if the suspended disks have failed or been
removed.

illCompressed
Indicates an inode in which file compression or decompression is deferred, or in which a
compressed file is partly decompressed to allow the file to be written into or memory-mapped.

illPlaced
Indicates an inode with some data blocks that might be stored in an incorrect storage pool.

202 IBM Spectrum Scale 5.0.5: Command and Programming Reference



mmchdisk

illReplicated
Indicates that the file has a data block that does not meet the setting for the replica.

metaUpdateMiss
Indicates that there is at least one metadata block that has not been successfully updated to all
replicas.

unbalanced
Indicates that the file has a data block that is not well balanced across all the disks in all failure
groups.

Note: If a file matches any of the specified interesting flags, all of its interesting flags (even those not
specified) will be displayed.

-0 InodeResultFile
Contains a list of the inodes that met the interesting inode flags that were specified on the --inode-
criteria parameter. The output file contains the following;:

INODE_NUMBER
This is the inode number.

DISKADDR
Specifies a dummy address for later tsfindinode use.

SNAPSHOT_ID
This is the snapshot ID.

ISGLOBAL_SNAPSHOT
Indicates whether or not the inode is in a global snapshot. Files in the live file system are
considered to be in a global snapshot.

INDEPENDENT_FSETID
Indicates the independent fileset to which the inode belongs.

MEMO (INODE_FLAGS FILE_TYPE [ERRORY))
Indicates the inode flag and file type that will be printed:

Inode flags:

BROKEN

exposed
dataUpdateMiss
illCompressed
illPlaced
illReplicated
metaUpdateMiss
unbalanced

File types:

BLK_DEV
CHAR_DEV
DIRECTORY
FIFO

LINK

LOGFILE
REGULAR_FILE
RESERVED
SOCK
*UNLINKED*
*DELETED*

Notes:
1. An error message will be printed in the output file if an error is encountered when repairing the
inode.

2. DISKADDR, ISGLOBAL_SNAPSHOT, and FSET_ID work with the tsfindinode tool
(/usz/lpp/mmfs/bin/tsfindinode) to find the file name for each inode. tsfindinode
uses the output file to retrieve the file name for each interesting inode.
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--qos QOSClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command is
assigned. If you do not specify this parameter, the instance of the command is assigned by default to
the other QoS class. (Unlike other commands that have the - -qos option, the mmchdisk command
runs in the other class by default.) This parameter has no effect unless the QoS service is enabled.
For more information, see the topic “mmchgos command” on page 248. Specify one of the following
QoS classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this class for
I/O-intensive, potentially long-running GPFS commands, so that they contribute less to reducing
overall file system performance.

other
This QoS class is typically configured to have a larger share of file system IOPS. Use this class for
administration commands that are not I/O-intensive.

For more information, see the topic Setting the Quality of Service for I/O operations (QoS) in the IBM
Spectrum Scale: Administration Guide.

Exit status

1]
Successful completion.

nonzero
A failure has occurred.

Security
You must have root authority to run the mmchdisk command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

Examples

1. To suspend active disk gpfs2nsd, issue this command:
mmchdisk fs@ suspend -d gpfs2nsd
To confirm the change, issue this command:
mmlsdisk £s0@

In IBM Spectrum Scale versions earlier than V4.1.1, the product displays information similar to the
following example:

disk driver sector failure holds holds status storage
name type size ¢group metadata data availability pool
gpfs2nsd nsd 512 2 yes yes suspended up system
hd3vsdn®1 nsd 512 2 yes yes ready up  system
hd27n01 nsd 512 8 yes yes ready up system
hd28n01 nsd 512 8 yes yes ready up system
hd29n01 nsd 512 8 yes yes ready up system
hd10vsdn09 nsd 512 4003 no yes ready up spl

hd11vsdnl10 nsd 512 4003 no yes ready up spl

Note: In product versions earlier than V4.1.1, the mmlsdisk command lists the disk status as
suspended. In product versions V4.1.1 and later, the mmlsdisk command lists the disk status as to
be emptied with both mmchdisk suspend ormmchdisk empty commands.
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2. To empty active disk gpfsinsd, issue this command:
mmchdisk fs@ empty -d gpfsinsd
To confirm the change, issue this command:
mmlsdisk fs@ -L

In product version V4.1.1 and later, the system displays information similar to the following example:

disk driver sector failure holds holds storage
name type size  group metadata data status availability disk id pool
gpfsinsd nsd 512 -1 Yes Yes to be emptied up 1 system
gpfs2nsd nsd 512 -1 Yes Yes to be emptied up 2 system
gpfs3nsd nsd 512 -1 Yes Yes ready up 3 system
gpfsdnsd nsd 512 -1 Yes Yes ready up 4 system
Number of quorum disks: 3

Read quorum value: 2

Write quorum value: 2

Attention: Due to an earlier configuration change the file system
may contain data that is at risk of being lost.

3. To specify that metadata should no longer be stored on disk gpfsdnsd, issue this command:
mmchdisk fs@ change -d "gpfsinsd:::dataOnly"
To confirm the change, issue this command:
mmlsdisk £s0@

The system displays information similar to:

disk driver sector failure holds holds status storage
name type size group metadata data availability pool
hd2vsdn®1 nsd 512 2 yes yes ready up system
hd3vsdn01 nsd 512 2 yes yes ready up system
hd27n01 nsd 512 8 yes yes ready up system
gpfsinsd nsd 512 8 no yes ready up system
hd29n01 nsd 512 8 yes yes ready up system
hd10vsdn09 nsd 512 4003 no yes ready up spl
hd11vsdnl10 nsd 512 4003 no yes ready up spl

4. To start a disk and check for files matching the interesting inode criteria located on the disk, issue this
command:

mmchdisk fs1 start -d vmip2_nsd3 /tmp/crit --inode-criteria

The system displays information similar to:

mmnsddiscover: Attempting to rediscover the disks. This may take a while ...
mmnsddiscover: Finished.
vmip2.gpfs.net: GPFS: 6027-1805 [N] Rediscovered nsd server access to vmip2_nsd3.
GPFS: 6027-589 Scanning file system metadata, phase 1 ...
GPFS: 6027-552 Scan completed successfully.
GPFS: 6027-589 Scanning file system metadata, phase 2 ...
Scanning file system metadata for data storage pool
GPFS: 6027-552 Scan completed successfully.
GPFS: 6027-589 Scanning file system metadata, phase 3
GPFS: 6027-552 Scan completed successfully.
GPFS: 6027-589 Scanning file system metadata, phase 4 ...
GPFS: 6027-552 Scan completed successfully.
GPFS: 6027-565 Scanning user file metadata ...
100.00 9% complete on Wed Apr 15 10:20:37 2015 65792 inodes with total 398 MB data
processed)
GPFS: 6027-552 Scan completed successfully.
GPFS: 6027-3312 No inode was found matching the criteria.

The disk was started successfully. No files matching the requested criteria were found.
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See also

- Displaying GPFS disk states in the IBM Spectrum Scale: Administration Guide.
« “mmadddisk command” on page 28

« “mmchnsd command” on page 239

« “mmdeldisk command” on page 346

« “mmlsdisk command” on page 474

* “mmlsnsd command” on page 498

« “mmrpldisk command” on page 637

Location
Jusr/1lpp/mmfs/bin
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mmcheckquota command

Checks file system user, group and fileset quotas.

Synopsis

mmcheckquota [-v] [-N {Node[,Node...] | NodeFile | NodeClasst]
[--qos QosClass] {-a | Device [Device ...l%

or

mmcheckquota {-u UserQuotaFile | -g GroupQuotaFile | -j FilesetQuotaFile}
[--qos QosClass] Device

or

mmcheckquota --backup backupDir Device

Availability

Available on all IBM Spectrum Scale editions. Available on AIX and Linux.

Description
The mmcheckquota command serves two purposes:

1. Count inode and space usage in a file system by user, group and fileset, and write the collected data
into quota files.

Note: In cases where small files do not have an additional block allocated for them, quota usage may
show less space usage than expected.

2. Replace either the user, group, or fileset quota files, for the file system designated by Device, thereby
restoring the quota files for the file system. These files must be contained in the root directory of
Device. If a backup copy does not exist, an empty file is created when the mmcheckquota command is
issued.

The mmcheckquota command counts inode and space usage for a file system and writes the collected
data into quota files. Indications leading you to the conclusion you should run the mmcheckquota
command include:

« MMFS_QUOTA error log entries. This error log entry is created when the quota manager has a problem
reading or writing the quota file.

« Quota information is lost due to a node failure. A node failure could leave users unable to open files or
deny them disk space that their quotas should allow.

- The in-doubt value is approaching the quota limit.

The sum of the in-doubt value and the current usage may not exceed the hard limit. Consequently, the
actual block space and number of files available to the user of the group may be constrained by the in-
doubt value. If the in-doubt value approaches a significant percentage of the quota, use the
mmcheckquota command to account for the lost space and files.

- User, group, or fileset quota files are corrupted.
The mmcheckquota command is I/O-intensive and should be run when the system load is light. When
issuing the mmcheckquota command on a mounted file system, negative in-doubt values may be

reported if the quota server processes a combination of up-to-date and back-level information. This is a
transient situation and can be ignored.

If a file system is ill-replicated, the mmcheckquota command will not be able to determine exactly how
many valid replicas actually exist for some of the blocks. If this happens, the used block count results
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from mmcheckquota will not be accurate. It is recommended that you run mmcheckquota to restore
accurate usage count after the file system is no longer ill-replicated.

Parameters

-a
Checks all GPFS file systems in the cluster from which the command is issued.

--backup BackupDirectory
Specifies a backup directory, which must be in the same GPFS file system as the root directory of
Device.

In IBM Spectrum Scale V4.1.1 and later, you can use this parameter to copy quota files. The command
copies three quota files to the specified directory.

Device
Specifies the device nhame of the file system. File system names do not need to be fully-qualified. fsO
is as acceptable as /dev/fs0.

-g GroupQuotaFileName
Replaces the current group quota file with the file indicated.

When replacing quota files with the - g option, the quota file must be in the root directory of the GPFS
file system.

-j FilesetQuotaFilename
Replaces the current fileset quota file with the file indicated.

When replacing quota files with the - j option, the quota file must be in the root directory of the GPFS
file system.

-N {Nodel,Node...] | NodeFile | NodeClass}
Specifies the nodes that will participate in a parallel quota check of the system. This command
supports all defined node classes. The default is all or the current value of the
defaultHelperNodes parameter of the mmchconfig command.

For general information on how to specify node names, see Specifying nodes as input to GPFS
commands in the IBM Spectrum Scale: Administration Guide.

-u UserQuotaFilename
Replaces the current user quota file with the file indicated.

When replacing quota files with the -u option, the quota file must be in the root directory of the GPFS
file system.

--qos QOSClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command is
assigned. If you do not specify this parameter, the instance of the command is assigned by default to
the maintenance QoS class. This parameter has no effect unless the QoS service is enabled. For
more information, see the topic “mmchgos command” on page 248. Specify one of the following QoS
classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this class for
I/O-intensive, potentially long-running GPFS commands, so that they contribute less to reducing
overall file system performance.

other
This QoS class is typically configured to have a larger share of file system IOPS. Use this class for
administration commands that are not I/O-intensive.

For more information, see the topic Setting the Quality of Service for I/0 operations (QoS) in the IBM
Spectrum Scale: Administration Guide.
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Reports discrepancies between calculated and recorded disk quotas.

Exit status

0

Successful completion.

nonzero

A failure has occurred.

Security

You must have root authority to run the mmcheckquota command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. For
more information, see Requirements for administering a GPFS file system in IBM Spectrum Scale:
Administration Guide.

GPFS must be running on the node from which the mmcheckquota command is issued.

Examples

1. To check quotas for file system £s0, issue this command:

mmcheckquota fs0

The system displays information only if a problem is found.
2. To check quotas for all file systems, issue this command:

mmcheckquota -a

The system displays information only if a problem is found or if quota management is not enabled for a
file system:

fs2: no quota management installed
fs3: no quota management installed

3. To report discrepancies between calculated and recorded disk quotas, issue this command:

mmcheckquota -v fs1

The system displays information similar to:

fs1: Start quota check

%
6 %
11
17
22
28
33
38
44
49
55
61
66
72
78
83
89
94

074
70
[o74
70
[o74
70
074
70
[o74
70
[o74
70
074
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[o74
70
[o74
70
074
70
[o74
70
274
70
074
70
[o74
70
74
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074
70

complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete
complete

on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on

Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri
Fri

Apr
Apr
Apx
Apr
Apr
Apx
Apr
Apr
Apx
Apr
Apr
Apr
Apr
Apr
Apx
Apr

17
17
17
17
17
17
17
17
17
17
17
17
17
17
17
17

Merging results from scan.
fsl: quota check found the following

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13

49
50
51
52
53
54
55
56
57
58
59
00
01
02
03
04

complete on Fri Apr 17 13:07:47 2009
complete on Fri Apr 17 13:07:48 2009
107:
:07:
107:
107:
:07:
107:
107:
:07:
107:
:07:
:07:
:08:
:08:
:08:
:08:
:08:
Finished scanning the inodes for fsi.

2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009
2009

differences:
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USR 0: 288400 subblocks counted (was 288466); 24 inodes counted (was 81)

USR 60011: 50 subblocks counted (was 33); 2 inodes counted (was 20)

USR 60012: 225 subblocks counted (was 223); 9 inodes counted (was 4)

USR 60013: 175 subblocks counted (was 146); 7 inodes counted (was 26)

USR 60014: 200 subblocks counted (was 178); 8 inodes counted (was 22)

USR 60015: 275 subblocks counted (was 269); 11 inodes counted (was 0)

USR 60019: 0 subblocks counted (was 9); 0 inodes counted (was 5)

USR 60020: O subblocks counted (was 1); 0 inodes counted (was 3)

GRP 0: 28845098 subblocks counted (was 28844639); 14 inodes counted (was 91)
FILESET O: 28849125 subblocks counted (was 28848717); 105 inodes counted (was 24)

See also

« “mmedquota command” on page 384

« “mmfsck command” on page 390

* “mmlsquota command” on page 511

« “mmguotaon command” on page 602

« “mmquotaoff command” on page 599

« “mmrepguota command” on page 614

Location
Jusx/lpp/mmEs/bin
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mmchfileset command
Changes the attributes of a GPFS fileset.

Synopsis
mmchfileset Device {FilesetName | -J JunctionPath}
[-7 NewFilesetName] [-t NewComment] [-p afmAttribute=Value...]
[--allow-permission-change PermissionChangeMode]
[--inode-1limit MaxNumInodes[:NumInodesToPreallocate]]
[--iam-mode Mode]
Availability

Available on all IBM Spectrum Scale editions.

Description
The mmchfileset command changes attributes for an existing GPFS fileset.

For information on GPFS filesets, see the IBM Spectrum Scale: Administration Guide.

Parameters

Device
The device name of the file system that contains the fileset.

File system names need not be fully qualified. £s0 is as acceptable as /dev/fs0.

FilesetName
Specifies the name of the fileset.

-J JunctionPath
Specifies the junction path name for the fileset.

A junction is a special directory entry that connects a name in a directory of one fileset to the root
directory of another fileset.

-j NewFilesetName
Specifies the new name that is to be given to the fileset. This name must be fewer than 256
characters in length. The root fileset cannot be renamed.

-t NewComment
Specifies an optional comment that appears in the output of the mmlsfileset command. This
comment must be fewer than 256 characters in length. This option cannot be used on the root fileset.

-p afmAttribute=Value
Specifies an AFM configuration attribute and its value. More than one -p option can be specified.

The following AFM configuration attributes are valid:

afmAsyncDelay
Specifies (in seconds) the amount of time by which write operations are delayed (because write
operations are asynchronous with respect to remote clusters). For write-intensive applications
that keep writing to the same set of files, this delay is helpful because it replaces multiple writes
to the home cluster with a single write containing the latest data. However, setting a very high
value weakens the consistency of data on the remote cluster.

This configuration parameter is applicable only for writer caches (Single writer, Independent
writer, and Primary ) in which data from cache is pushed to home.

Valid values are 1 - 2147483647. The default is 15.
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afmDirLookupRefreshInterval
Controls the frequency of data revalidations that are triggered by such lookup operations as 1s or
stat (specified in seconds). When a lookup operation is done on a directory, if the specified
amount of time has passed, AFM sends a message to the home cluster to find out whether the
metadata of that directory has been modified since the last time it was checked. If the time
interval has not passed, AFM does not check the home cluster for updates to the metadata.

Valid values are 0 through 2147483647. The default is 60. In situations where home cluster data
changes frequently, a value of 0 is recommended.

afmDirOpenRefreshInterval
Controls the frequency of data revalidations that are triggered by such I/O operations as read or
write (specified in seconds). After a directory has been cached, open requests resulting from I/O
operations on that object are directed to the cached directory until the specified amount of time
has passed. Once the specified amount of time has passed, the open request gets directed to a
gateway node rather than to the cached directory.

Valid values are between 0 and 2147483647. The default is 60. Setting a lower value guarantees
a higher level of consistency.

afmEnableAutoEviction
Enables eviction on a given fileset. A yes value specifies that eviction is allowed on the fileset. A
no value specifies that eviction is not allowed on the fileset.

See also the topic about cache eviction in the IBM Spectrum Scale: Administration Guide.

afmExpirationTimeout
Is used with afmDisconnectTimeout (which can be set only through mmchconfig) to control
how long a network outage between the cache and home clusters can continue before the data in
the cache is considered out of sync with home. After afmDisconnectTimeout expires, cached
data remains available until afmExpirationTimeout expires, at which point the cached data is
considered expired and cannot be read until a reconnect occurs.

Valid values are 0 through 2147483647. The default is disable.

afmFastCreate
Enable at the AFM cache and AFM-DR primary fileset level. AFM sends RPC to the gateway node
for each update that is happening on the fileset. If the workload mostly involves new files creation,
this parameter reduces the RPC exchanges between the application and the gateway node,
improves the application performance, and minimizes the memory queue requirement at the
gateway node.

To set or unset the afmFastCxreate parameter on an AFM or AFM-DR fileset, you need to stop or
unlink the fileset. For more information, see Stop and start replication on a fileset in IBM Spectrum
Scale: Concepts, Planning, and Installation Guide.

Valid values are 'yes' or no'".

afmFileLookupRefreshInterval
Controls the frequency of data revalidations that are triggered by such lookup operations as 1s or
stat (specified in seconds). When a lookup operation is done on a file, if the specified amount of
time has passed, AFM sends a message to the home cluster to find out whether the metadata of
the file has been modified since the last time it was checked. If the time interval has not passed,
AFM does not check the home cluster for updates to the metadata.

Valid values are 0 through 2147483647. The default is 30. In situations where home cluster data
changes frequently, a value of 0 is recommended.

afmFileOpenRefreshInterval
Controls the frequency of data revalidations that are triggered by such I/O operations as read or
write (specified in seconds). After a file has been cached, open requests resulting from I/O
operations on that object are directed to the cached file until the specified amount of time has
passed. Once the specified amount of time has passed, the open request gets directed to a
gateway node rather than to the cached file.
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Valid values are 0 through 2147483647. The default is 30. Setting a lower value guarantees a
higher level of consistency.

afmGateway
Specifies the user-defined gateway node for an AFM or AFM DR fileset, that gets preference over
internal hashing algorithm. If the specified gateway node is not available, then AFM internally
assigns a gateway node from the available list to the fileset. afmHashVexrsion value must be
already set as '5'. Before setting the aftmGateway value; stop replication on the fileset or unlink
the AFM fileset. After setting the value, start replication on the fileset or link the AFM fileset.

An example of setting the gateway node by using stop and start AFM fileset -

#mmafmctl <fs> stop -j <fileset>

#mmchfileset <fs> <fileset> -p afmGateway=<GateWayNode>
#mmlsfileset <fs> -L --afm

#mmafmctl <fs> start -j <fileset>

An example of setting the gateway node by using unlink and link AFM fileset -

#mmunlinkfileset <fs> <fileset> -f

#mmchfileset <fs> <fileset> -p afmGateway=<GateWayNode>
#mmlsfileset <fs> -L --afm

#mmlinkfileset <fs> -J <filesetPath>

To revert to the internal hashing algorithm of assigning gateway nodes, you must delete the
assigned gateway node value of the AFM fileset.

An example of deleting the gateway node by using stop and start AFM fileset -

#mmafmctl <fs> stop -j <fileset>

#mmchfileset <fs> <fileset> -p afmGateway=delete
#mmlsfileset <fs> -L --afm

#mmafmctl <fs> start -j <fileset>

An example of deleting the gateway node by using unlink and link AFM fileset -

#mmunlinkfileset <fs> <fileset> -f

#mmchfileset <fs> <fileset> -p afmGateway=delete
#mmlsfileset <fs> -L --afm

#mmlinkfileset <fs> -J <filesetPath>

Note: Ensure that the filesystem is upgraded to IBM Spectrum Scale 5.0.2 or later.

afmMode
Specifies the mode in which the cache operates. Valid values are the following:

single-writer | sw
Specifies single-writer mode.

read-only | ro
Specifies read-only mode. (For mmcrfileset, this is the default value.)

local-updates | lu
Specifies local-updates mode.

independent-writer | iw
Specifies independent-writer mode.

Primary | drp
Specifies the primary mode for AFM asynchronous data replication.

Secondary | drs
Specifies the secondary mode for AFM asynchronous data replication.

Changing from single-writer/read-only modes to read-only/local-updates/single-writer is
supported. When changing from read-only to single-writer, the read-only cache is up-to-date.
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When changing from single-writer to read-only, all requests from cache should have been played
at home. Changing from local-updates to read-only/local-updates/single-writer is restricted. A
typical dataset is set up to include a single cache cluster in single-writer mode (which generates
the data) and one or more cache clusters in local-updates or read-only mode. AFM single-writer/
independent-writer filesets can be converted to primary. Primary/secondary filesets cannot be
converted to AFM filesets.

In case of AFM asynchronous data replication, the mmchfileset command cannot be used to
convert to primary from secondary. For detailed information, see AFM-based Asynchronous
Disaster Recovery (AFM DR) in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

For more information, see the topic about caching modes in the IBM Spectrum Scale:
Administration Guide chapter about active file management.

afmNumFlushThreads
Defines the number of threads used on each gateway to synchronize updates to the home cluster.
The default value is 4, which is sufficient for most installations. The current maximum value is
1024, which is too high for most installations; setting this parameter to such an extreme value
should be avoided.

afmNumReadThreads
Defines the number of threads that can be used on each participating gateway node during
parallel read. The default value of this parameter is 1; that is, one reader thread will be active on
every gateway node for each big read operation qualifying for splitting per the parallel read
threshold value. The valid range of values is 1 to 64.

afmNumWriteThreads
Defines the number of threads that can be used on each participating gateway node during
parallel write. The default value of this parameter is 1; that is, one writer thread will be active on
every gateway node for each big write operation qualifying for splitting per the parallel write
threshold value. Valid values can range from 1 to 64.

afmParallelMounts

When this parameter is enabled, the primary gateway node of a fileset at a cache cluster attempts
to mount the exported path from multiple NFS servers that are defined in the mapping. Then, this

primary gateway node sends unique messages through each NFS mount to improve performance

by transferring data in parallel.

Before enabling this parameter, define the mapping between the primary gateway node and NFS
servers by issuing the mmafmconfig command.

afmParallelReadChunkSize
Defines the minimum chunk size of the read that needs to be distributed among the gateway
nodes during parallel reads. Values are interpreted in terms of bytes. The default value of this
parameter is 128 MiB, and the valid range of values is 0 to 2147483647. It can be changed cluster
wide with the mmchconfig command. It can be set at fileset level usingmmcrfileset or
mmchfileset commands.

afmParallelReadThreshold
Defines the threshold beyond which parallel reads become effective. Reads are split into chunks
when file size exceeds this threshold value. Values are interpreted in terms of MiB. The default
value is 1024 MiB. The valid range of values is 0 to 2147483647. It can be changed cluster wide
with the mmchconfig command. It can be set at fileset level using mmcrfileset or
mmchfileset commands.

afmParallelWriteChunkSize
Defines the minimum chunk size of the write that needs to be distributed among the gateway
nodes during parallel writes. Values are interpreted in terms of bytes. The default value of this
parameter is 128 MiB, and the valid range of values is 0 to 2147483647. It can be changed cluster
wide with the mmchconfig command. It can be set at fileset level using mmcrfileset or
mmchfileset commands.
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afmParallelWriteThreshold
Defines the threshold beyond which parallel writes become effective. Writes are split into chunks
when file size exceeds this threshold value. Values are interpreted in terms of MiB. The default
value of this parameter is 1024 MiB, and the valid range of values is 0 to 2147483647. It can be
changed cluster wide with the mmchconfig command. It can be set at fileset level using
mmcrfileset ormmchfileset commands.

afmPrefetchThreshold
Controls partial file caching and prefetching. Valid values are the following:

0
Enables full file prefetching. This is useful for sequentially accessed files that are read in their
entirety, such as image files, home directories, and development environments. The file will be
prefetched after three blocks have been r